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1. Introduction

Thi s docunent specifies a method and generic nechani sns by which a
packet is encapsulated and carried as payload within an | Pv6 packet.
The resulting packet is called an | Pv6 tunnel packet. The forwarding
path between the source and destination of the tunnel packet is
called an I Pv6 tunnel. The technique is called | Pv6 tunneling.

A typical scenario for IPv6 tunneling is the case in which an

i nternedi ate node exerts explicit routing control by specifying
particul ar forwarding paths for selected packets. This control is
achi eved by prepending |IPv6 headers to each of the selected origina
packets. These prepended headers identify the forwardi ng paths.

In addition to the description of generic |IPv6 tunneling mechanismns,
which is the focus of this docunent, specific nmechanisnms for
tunneling IPv6 and | Pv4 packets are al so described herein
The keywords MUST, MJST NOT, MAY, OPTI ONAL, REQUI RED, RECOMVENDED
SHALL, SHALL NOT, SHOULD, SHOULD NOT are to be interpreted as defined
in RFC 2119.

2. Term nol ogy
ori gi nal packet

a packet that undergoes encapsul ation
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ori gi nal header
the header of an original packet.
tunnel

a forwardi ng path between two nodes on which the payl oads of
packets are origi nal packets.

tunnel end-node
a node where a tunnel begins or ends.
tunnel header
the header prepended to the original packet during
encapsul ation. It specifies the tunnel end-points as source and
desti nati on.
tunnel packet
a packet that encapsul ates an origi nal packet.
tunnel entry-point
the tunnel end-node where an origi nal packet is encapsul ated.
tunnel exit-point
the tunnel end-node where a tunnel packet is decapsul at ed.

| Pv6 tunne

a tunnel configured as a virtual |ink between two | Pv6 nodes, on
whi ch the encapsul ating protocol is |Pv6.

tunnel MU
the maxi mum si ze of a tunnel packet payload wi thout requiring
fragmentation, that is, the Path MIU between the tunnel entry-
poi nt and the tunnel exit-point nodes mnus the size of the
tunnel header.

tunnel hop limt

the maxi mum nunber of hops that a tunnel packet can travel from
the tunnel entry-point to the tunnel exit-point.
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i nner tunne

a tunnel that is a hop (virtual link) of another tunnel
outer tunne

a tunnel containing one or nore inner tunnels.
nested tunnel packet

a tunnel packet that has as payl oad a tunnel packet.
nested tunnel header

the tunnel header of a nested tunnel packet.
nest ed encapsul ation

encapsul ati on of an encapsul ated packet.
recursive encapsul ation

encapsul ati on of a packet that reenters a tunnel before exiting
it.

tunnel encapsulation limt
the maxi mum nunber of nested encapsul ati ons of a packet.
3. I Pv6 Tunneling

| Pv6 tunneling is a technique for establishing a "virtual |ink"
between two | Pv6 nodes for transmitting data packets as payl oads of
| Pv6 packets (see Fig.1l). Fromthe point of view of the two nodes,
this "virtual link", called an I Pv6 tunnel, appears as a point to
point link on which IPv6 acts like a |link-layer protocol. The two
| Pv6 nodes play specific roles. One node encapsul ates origina
packets received fromother nodes or fromitself and forwards the
resulting tunnel packets through the tunnel. The other node
decapsul ates the received tunnel packets and forwards the resulting
original packets towards their destinations, possibly itself. The
encapsul ator node is called the tunnel entry-point node, and it is
the source of the tunnel packets. The decapsul ator node is called the
tunnel exit-point, and it is the destination of the tunnel packets.
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Not e:

Thi s docunent refers in particular to tunnels between two nodes
identified by unicast addresses - such tunnels |ook like "virtua
point to point links". The mechani snms described herein apply also to
tunnel s in which the exit-point nodes are identified by other types
of addresses, such as anycast or nulticast. These tunnels nay | ook
like "virtual point to nmultipoint Iinks". At the tinme of witing this
docunent, |Pv6 anycast addresses are a subject of ongoing

speci fication and experinmental work.

Tunnel from node B to node C
Qo e e e e e e e - >

Tunnel Tunne

Ent r y- Poi nt Exi t - Poi nt

Node Node
+- + +- + +- + +- +
|A| -->--//-->--| Bl :::::>::::://:::::>:::::| Cl -->--//-->--| Dl
+- + +- + +- + +- +
Ori gi nal Origina
Packet Packet
Sour ce Destination
Node Node

Fig.1 Tunne

An I Pv6 tunnel is a unidirectional mechanism- tunnel packet flow

takes place in one direction between the |Pv6 tunne
exit-point nodes (see Fig.1).

entry-poi nt and

Tunnel from Node B to Node C
Qo e e e e e e e e oo oo >
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Packet Node Node Packet
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+- + +- + +- + +- +
| |-->--//-->--| |:::::>::::://:::::>::::::| |-->--//-->--| |
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Com e e e ee i ea oo >
Tunnel from Node C to Node B

Fig.2 Bi-directional Tunneling Mechani sm
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Bi -directional tunneling is achieved by nerging two unidirectiona
nmechani sns, that is, configuring two tunnels, each in opposite
direction to the other - the entry-point node of one tunnel is the
exit-point node of the other tunnel (see Fig.?2).

3.1 I Pv6 Encapsul ation

| Pv6 encapsul ation consists of prepending to the original packet an
| Pv6 header and, optionally, a set of |IPv6 extension headers (see
Fig.3), which are collectively called tunnel |1Pv6 headers. The
encapsul ati on takes place in an | Pv6 tunnel entry-point node, as the
result of an original packet being forwarded onto the virtual |ink
represented by the tunnel. The original packet is processed during
forwardi ng according to the forwarding rules of the protocol of that
packet. For instance if the original packet is an

(a) |1Pv6 packet, the IPv6 original header hop limt is decrenented
by one.

(b) 1Pv4 packet, the IPv4 original header tinme to live field (TTL)
i s decrenented by one.

At encapsul ation, the source field of the tunnel |Pv6 header is
filled with an | Pv6 address of the tunnel entry-point node, and the
destination field with an | Pv6 address of the tunnel exit-point.
Subsequently, the tunnel packet resulting fromencapsulation is sent
towards the tunnel exit-point node.

T T []----- +
| Oiginal |
| | Original Packet Payl oad |
| Header | |
I []----- +
< Origi nal Packet >
|
%
<Tunnel |Pv6 Headers> < Origi nal Packet >
R I . S e +
| 1Pv6 | 1Pv6 |
| | Extension | Origi nal Packet
| Header | Headers |
Fommm e - e S e +
< Tunnel |1 Pv6 Packet >

Fi g. 3 Encapsul ati ng a Packet
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Tunnel extension headers should appear in the order recomended by
the specifications that define the extension headers, such as [|Pv6-
Spec] .

A source of original packets and a tunnel entry-point that
encapsul ates those packets can be the sane node.

3.2 Packet Processing in Tunnels

The internedi ate nodes in the tunnel process the |IPv6 tunnel packets
according to the IPv6 protocol. For exanple, a tunnel Hop by Hop
Opti ons extension header is processed by each receiving node in the
tunnel ; a tunnel Routing extension header identifies the internediate
processi ng nodes, and controls at a finer granularity the forwarding
path of the tunnel packet through the tunnel; a tunnel Destination
Options extension header is processed at the tunnel exit-point node.

3.3 I Pv6 Decapsul ation

Decapsul ation is graphically shown in Fig.4:

B R Fo m e e e e e e e e e e e e e e e e e e e e aao s /]----- +
| 1Pv6 | 1Pv6 |
| Extension | Original Packet |
| Header | Headers |
- T T e []----- +
< Tunnel |1Pv6 Packet >
|
%
i I []----- +
| Original | |
| Oiginal Packet Payl oad |
| Headers | |
o m m e e e e e e e e e e e e e maamn /]----- +
< Origi nal Packet >

Fi g. 4 Decapsul ating a Packet

Upon receiving an | Pv6 packet destined to an |IPv6 address of a tunne
exit-point node, its IPv6 protocol |ayer processes the tunne

headers. The strict left-to-right processing rules for extension
headers is applied. When processing is conplete, control is handed to
the next protocol engine, which is identified by the Next Header
field value in the | ast header processed. If this is set to a tunne
prot ocol value, the tunnel protocol engine discards the tunne

headers and passes the resulting original packet to the Internet or

| ower | ayer protocol identified by that value for further processing.
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For exanple, in the case the Next Header field has the | Pv6 Tunne
Protocol value, the resulting original packet is passed to the |IPv6
protocol |ayer.

The tunnel exit-point node, which decapsul ates the tunnel packets,
and the destinati on node, which receives the resulting origina
packets can be the sane node.

3.4 1 Pv6 Tunnel Protocol Engine

Packet flow (paths #1-7) through the 1 Pv6 Tunnel Protocol Engine on a
node is graphically shown in Fig.5:

Not e:

In Fig.5 the Upper-Layer Protocols box represents transport
protocol s such as TCP, UDP, control protocols such as ICWP, routing
protocol s such as OSPF, and internet or |ower-|layer protocol being
“tunnel ed" over |Pv6, such as IPv4, IPX etc. The Link-Layer
Protocol s box represents Ethernet, Token Ring, FDD, PPP, X 25, Frane
Rel ay, ATM etc..., as well as internet layer "tunnels" such as |Pv4
tunnel s.

The 1 Pv6 tunnel protocol engine acts as both an "upper-layer" and a
"“l'ink-layer", each with a specific input and output as follows:

(u.i) "tunnel upper-layer input" - consists of tunnel |[|Pv6 packets
that are going to be decapsul ated. The tunnel packets are
i ncom ng through the I1Pv6 | ayer from

(u.i.1) alink-layer - (path #1, Fig.5)

These are tunnel packets destined to this node and will
under go decapsul ati on.

(u.i.2) a tunnel link-layer - (path #7, Fig.5)

These are tunnel packets that underwent one or nore
decapsul ations on this node, that is, the packets had
one or nore nested tunnel headers and one nested tunne
header was just discarded. This node is the exit-point
of both an outer tunnel and one or nore of its inner
tunnel s.

For both above cases the resulting original packets are passed

back to the IPv6 |l ayer as "tunnel |ink-layer" output for
further processing (see b.2).
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Fig.5 Packet Flow in the IPv6 Tunneling Protocol Engine on a Node

(u.0) "tunnel upper-layer output" - consists of tunnel |Pv6 packets
that are passed through the | Pv6 | ayer down to:

(u.0.1) a link-layer - (path #2, Fig.5)

These packets underwent encapsul ation and are sent
towards the tunnel exit-point

(u.0.2) a tunnel link-layer - (path #8, Fig.5)
These tunnel packets undergo nested encapsul ati on.

This node is the entry-point node of both an outer
tunnel and one or nore of its inner tunnel
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| mpl enent ati on Not e:

The tunnel upper-layer input and output can be inplenmented simlar
to the input and output of the other upper-layer protocols.

The tunnel link-layer input and output are as foll ows:

(I.i) "tunnel link-layer input" - consists of original |IPv6 packets
that are going to be encapsul at ed.

The origi nal packets are incomng through the IPv6 |ayer from

(I.i.1) an upper-layer - (path #4, Fig.5)
These are original packets originating on this node
that undergo encapsul ation. The origi nal packet source
and tunnel entry-point are the sane node.

(1.1.2) alink-layer - (path #6, Fig.5)
These are original packets incomng froma different
node that undergo encapsul ation on this tunnel entry-
poi nt node.

(I.1.3) a tunnel upper-layer - (path #8, Fig.5)
These packets are tunnel packets that undergo nested
encapsul ation. This node is the entry-point node of
both an outer tunnel and one or nore of its inner

tunnel s.

The resulting tunnel packets are passed as tunnel upper-I|ayer
out put packets through the IPv6 | ayer (see u.o0) down to:

(1.0) "tunnel link-layer output" - consists of original |Pv6 packets
resulting from decapsul ati on. These packets are passed through the
| Pv6 | ayer to:
(I.0.1) an upper-layer - (path #3, Fig.5)
These origi nal packets are destined to this node.
(1.0.2) alink-layer - (path #5, Fig.5)
These original packets are destined to another node;

they are transnmitted on a link towards their
desti nati on.
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(1.0.3) a tunnel upper-layer - (path #7, Fig.5)

These packets undergo anot her decapsul ation; they were
nested tunnel packets. This node is both the exit-
poi nt node of an outer tunnel and one or nore inner
tunnel s.

| npl enent ati on Not e:

The tunnel link-layer input and output can be inplenented simlar
to the input and output of other |ink-layer protocols, for

i nstance, associating an interface or pseudo-interface with the

| Pv6 tunnel

The selection of the "IPv6 tunnel [ink" over other links results
fromthe packet forwardi ng decision taken based on the content of
the node’s routing table.

4. Nested Encapsul ation

Nested | Pv6 encapsul ation is the encapsul ation of a tunnel packet.
It takes place when a hop of an IPv6 tunnel is a tunnel. The tunne
containing a tunnel is called an outer tunnel. The tunnel contained
in the outer tunnel is called an inner tunnel - see Fig.6. I|nner
tunnels and their outer tunnels are nested tunnels.

The entry-point node of an "inner |IPv6 tunnel" receives tunnel |Pv6
packets encapsul ated by the "outer |1Pv6 tunnel” entry-point node. The
"inner tunnel entry-point node" treats the receiving tunnel packets
as original packets and perforns encapsulation. The resulting
packets are "tunnel packets" for the "inner IPv6 tunnel", and "nested
tunnel packets" for the "outer |Pv6 tunnel"
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CQut er Tunnel

<--links--><-virtual |ink-><--1links--->
| nner Tunne

Quter Tunnel Quter Tunne
Ent r y- Poi nt Exi t - Poi nt
Node Node
+-+ +-+ +-+ +-+ +-+ +-+
|| || || || || ||
| | ->-11->| | =>=/[=>=| | **>*x[[**>**]| | =>=[[=>==| |->-[]->-] |
|| || || || || ||
+-+ +-+ +-+ +-+ +-+ +-+
Oigi nal | nner Tunnel | nner Tunnel Oigi nal
Packet Ent r y- Poi nt Exi t - Poi nt Packet
Sour ce Node Node Destination
Node Node

Fig. 6. Nested Encapsul ation
4.1 Limting Nested Encapsul ation

A tunnel 1Pv6 packet is limted to the maxi mum | Pv6 packet size

[1 Pv6-Spec]. Each encapsul ation adds to the size of an encapsul at ed

packet the size of the tunnel |Pv6 headers. Consequently, the nunber

of tunnel headers, and therefore, the number of nested encapsul ations
is limted by the maxi num packet size. However this limt is so

| arge (nore than 1600 encapsul ati ons for an origi nal packet of

m ni mum size) that it is not an effective limt in nost cases.

The increase in the size of a tunnel |Pv6 packet due to nested
encapsul ations nay require fragnmentation [l Pv6-Spec] at a tunne

entry point - see section 7. Furthernore, each fragnmentation, due to
nested encapsul ation, of an already fragmented tunnel packet results
in a doubling of the nunber of fragnments. Moreover, it is probable
that once this fragnentati on begins, each new nested encapsul ati on
results in yet additional fragmentation. Therefore Iimting nested
encapsul ati on i s recommended.

The proposed mechanismfor limting excessive nested encapsul ation is
a "Tunnel Encapsulation Limt" option, which is carried in an |Pv6
Destination Options extension header acconpanyi ng an encapsul ating

| Pv6 header.
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4.1.1 Tunnel Encapsulation Limt Option

A tunnel entry-point node may be configured to include a Tunne
Encapsul ation Limt option as part of the information prepended to
all packets entering a tunnel at that node. The Tunnel Encapsul aton
Limt option is carried in a Destination Options extension header

[1 Pv6-Spec] placed between the encapsul ating | Pv6 header and the | Pv6
header of the original packet. (OQther IPv6 extension headers may

al so be present preceding or follow ng the Destination Options

ext ensi on header, depending on configuration information at the
tunnel entry-point node.)

The Tunnel Encapsulation Limt option specifies how many additi ona

| evel s of encapsul ation are pernmitted to be prepended to the packet
-- or, in other words, how many further levels of nesting the packet
is permitted to undergo -- not counting the encapsul ation in which
the option itself is contained. For exanple, a Tunnel Encapsul ation
Limt option containing a limt value of zero neans that a packet
carrying that option nmay not enter another tunnel before exiting the
current tunnel

The Tunnel Encapsulation Limt option has the follow ng format:

Option Type Opt Data Len Opt Data Len
01234567
T T S S S T S
|O0OO0O0O010 0 1 | Tun Encap Lim
T S i o S S i Tt s ot i S S Y S

Option Type deci nmal val ue 4

- the highest-order two bits - set to 00 -
i ndicate "skip over this option if the option is
not recogni zed".

- the third-highest-order bit - set to O -

i ndicates that the option data in this option
does not change en route to the packet’s
destination [|Pv6- Spec].

Opt Data Len value 1 - the data portion of the Option is one octet
| ong.

Opt Data Val ue the Tunnel Encapsulation Limit value - 8-bit

unsi gned i nteger specifying how many further
| evel s of encapsulation are permtted for the
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Tunnel Encapsulation Limt options are of interest only to tunne
entry points. A tunnel entry-point node is required to execute the
foll owi ng procedure for every packet entering a tunnel at that node:

(a)

(b)

()

(d)

Exam ne the packet to see if a Tunnel Encapsulation Limt
option is present following its |Pv6 header. The headers
following the I Pv6 header nust be examined in strict
"left-to-right" order, with the exam nation stopping as
soon as any one of the follow ng headers i s encountered:
(i) a Destination Options extension header containing a
Tunnel Encapsul ation Limt, (ii) another |1Pv6 header, (iii)
a non-extension header, such as TCP, UDP, or ICVP, or (ivV)
a header that cannot be parsed because it is encrypted or
its type is unknown. (Note that this requirnent is an
exception to the general IPv6 rule that a Destination
Opt i ons extensi on header need only be exani ned by a
packet’s destination node. An alternative and "cl eaner™
approach woul d have been to use a Hop-by-Hop extension
header for this purpose, but that woul d have inposed an
undesi rabl e extra processi ng burden, and possible
consequent extra delay, at every |IPv6 node al ong the path
of a tunnel.)

If a Tunnel Encapsulation Limt optionis found in the
packet entering the tunnel and its limt value is zero, the
packet is discarded and an | CVP Par aneter Probl em nessage
[1CMP-Spec] is sent to the source of the packet, which is
the previous tunnel entry-point node. The Code field of
the Paraneter Problem message is set to zero ("erroneous
header field encountered") and the Pointer field is set to
point to the third octet of the Tunnel Encapsulation Limt
option (i.e., the octet containing the limt value of
zero).

If a Tunnel Encapsulation Limt optionis found in the
packet entering the tunnel and its limt value is non-zero,
an additi onal Tunnel Encapsulation Limt option nust be
i ncluded as part of the encapsul ati ng headers bei ng added
at this entry point. The linmt value in the encapsul ating
option is set to one less than the limt value found in the
packet bei ng encapsul at ed.

If a Tunnel Encapsulation Limt optionis not found in the
packet entering the tunnel and if an encapsulation limt
has been configured for this tunnel, a Tunnel Encapsul ation
Limt option nust be included as part of the encapsul ating
headers being added at this entry point. The limt value
in the option is set to the configured Iimt.

Conta & Deering St andards Track [ Page 14]



RFC 2473 CGeneric Packet Tunneling in |IPv6 Decenmber 1998

(e) If a Tunnel Encapsulation Limt option is not found in the
packet entering the tunnel and if no encapsulation limt
has been configured for this tunnel, then no Tunne
Encapsul ation Limt option is included as part of the
encapsul ati ng headers being added at this entry point.

A Tunnel Encapsulation Linmt option added at a tunnel entry-point
node is renoved as part of the decapsul ation process at that tunnel’s
exit-poi nt node.

Two cases of encapsul ation that should be avoi ded are descri bed
bel ow:

4. 1.2 Loopback Encapsul ation

A particul ar case of encapsul ation which nmust be avoided is the

| oopback encapsul ati on. Loopback encapsul ati on takes place when a
tunnel |1Pv6 entry-point node encapsul ates tunnel |Pv6 packets
originated fromitself, and destined to itself. This can generate an
infinite processing loop in the entry-point node.

To avoid such a case, it is recomended that an inplenentation have a
mechani smthat checks and rejects the configuration of a tunnel in
whi ch both the entry-point and exit-point node addresses belong to
the sane node. It is also recommended that the encapsul ati ng engi ne
check for and reject the encapsul ation of a packet that has the pair
of tunnel entry-point and exit-point addresses identical with the
pair of original packet source and final destination addresses.

4.1.3 Routing-Loop Nested Encapsul ation

In the case of a forwarding path with nmultiple-level nested tunnels,
a routing-loop froman inner tunnel to an outer tunnel is

particul arly dangerous when packets fromthe inner tunnels reenter an
outer tunnel from which they have not yet exited. In such a case, the
nest ed encapsul ati on beconmes a recursive encapsulation with the
negative effects described in 4.1. Because each nested encapsul ati on
adds a tunnel header with a new hop Iimt value, the IPv6 hop Iimt
mechani sm cannot control the nunber of tines the packet reaches the
outer tunnel entry-point node, and thus cannot control the nunber of
recursive encapsul ati ons.

When the path of a packet fromsource to final destination includes
tunnel s, the maxi mum nunber of hops that the packet can traverse
shoul d be controlled by two mechani sms used together to avoid the
negative effects of recursive encapsulation in routing | oops:
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(a) the original packet hop limt.
It is decrenented at each forwardi ng operation perforned on
an original packet. This includes each encapsul ati on of the
original packet. It does not include nested encapsul ations
of the original packet

(b) the tunnel |Pv6 packet encapsulation limt.

It is decrenented at each nested encapsul ati on of the
packet .

For a di scussion of the excessive encapsulation risk factors in
nested encapsul ati on see Appendi x A

5. Tunnel |Pv6 Header

The tunnel entry-point node fills out a tunnel IPv6 mai n header
[1 Pv6-Spec] as foll ows:

Ver si on:
val ue 6

Traffic O ass:
Dependi ng on the entry-poi nt node tunnel configuration, the
traffic class can be set to that of either the origina
packet or a pre-configured value - see section 6.4.

Fl ow Label
Dependi ng on the entry-poi nt node tunnel configuration, the
flow | abel can be set to a pre-configured value. The typica
value is zero - see section 6.5.

Payl oad Lengt h:

The original packet |ength, plus the length of the
encapsul ati ng (prepended) |Pv6 extension headers, if any.

Next Header:

The next header val ue according to [IPv6-Spec] fromthe
Assi gned Nunbers RFC [ RFC-1700 or its successors].

For exanple, if the original packet is an |IPv6 packet, this
is set to:
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- decimal value 41 (Assigned Next Header nunber for
IPv6) - if there are no tunnel extension headers.

- value 0 (Assigned Next Header number for |Pv6 Hop by

Hop Options extension header) - if a hop by hop options
ext ensi on header inmrediately follows the tunnel |Pv6
header .

- decimal value 60 (Assigned Next Header nunber for
| Pv6 Destination Options extension header) - if a
destinati on options extensi on header inmediately
follows the tunnel |Pv6 header

Hop Limt:

The tunnel |Pv6 header hop limt is set to a pre-configured
val ue - see section 6. 3.

The default value for hosts is the Nei ghbor D scovery
advertised hop Ilimt [ND Spec]. The default value for
routers is the default IPv6 Hop Linmt value fromthe
Assi gned Nunbers RFC (64 at the tine of witing this
docunent).

Sour ce Address:
An | Pv6 address of the outgoing interface of the tunne
entry-point node. This address is configured as the tunne
entry-poi nt node address - see section 6. 1.
Destination Address:
An | Pv6 address of the tunnel exit-point node. This address
is configured as the tunnel exit-point node address - see
section 6. 2.
5.1 Tunnel |Pv6 Extension Headers
Dependi ng on | Pv6 node configuration paranmeters, a tunnel entry-point
node may append to the tunnel |Pv6 main header one or nore |Pv6

ext ensi on headers, such as a Hop-by-Hop Options header, a Routing
header, or others.
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To limt the nunber of nested encapsul ations of a packet, if it was
configured to do so - see section 6.6 - a tunnel entry-point includes
a Destination Options extension header containing a Tunne

Encapsul ation Limt option. If that option is the only option present
in the Destination Options header, the header has the follow ng
format:

R o I e S s o i I o T S S e S e i it N
Hdr Ext Len = 0] Opt Type = 4 | Opt Data Len=1
R i I T R e e i sl o it SEI  C SR S S SR T T S
PadN Opt Type=1| Opt Data Len=1 | 0 |
i i I S S e ot S S e e S S

o

+
a
- 4-
P
+

Next Header:
Identifies the type of the original packet header. For
exanple, if the original packet is an |IPv6 packet, the next
header protocol value is set to decinal value 41 (Assigned
payl oad type nunber for |Pv6).

Hdr Ext Len:
Length of the Destination Options extension header in 8-
octet units, not including the first 8 octets. Set to val ue

0, if no other options are present in this destination
options header.

Opti on Type:
value 4 - see section 4.1.1.
Opt Data Len:
value 1 - see section 4.1.1.
Tun Encap Lim
8 bit unsigned integer - see section 4.1.1.
Opti on Type:

value 1 - PadN option, to align the header follow ng
thi s header.

Opt Data Len:

value 1 - one octet of option data.
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Opti on Dat a:
value 0 - one zero-valued octet.
6. I Pv6 Tunnel State Vari abl es

The 1 Pv6 tunnel state variables, sone of which are or may be
configured on the tunnel entry-point node, are:

6.1 I Pv6 Tunnel Entry-Point Node Address

The tunnel entry-point node address is one of the valid |IPv6 unicast
addresses of the entry-point node - the validation of the address at
tunnel configuration time is reconrended.

The tunnel entry-point node address is copied to the source address
field in the tunnel |Pv6 header during packet encapsul ation

6.2 I Pv6 Tunnel Exit-Point Node Address

The tunnel exit-point node address is used as |Pv6 destination
address for the tunnel 1Pv6 header. A tunnel acts like a virtua
point to point |link between the entry-point node and exit-point node.

The tunnel exit-point node address is copied to the destination
address field in the tunnel |Pv6 header during packet encapsul ation

The configuration of the tunnel entry-point and exit-point addresses
is not subject to I Pv6 Autoconfiguration or |IPv6 Nei ghbor Discovery.

6.3 | Pv6 Tunnel Hop Limt

An | Pv6 tunnel is nodeled as a "single-hop virtual link" tunnel, in
whi ch the passing of the original packet through the tunnel is |ike
the passing of the original packet over a one hop |link, regardl ess of
the nunber of hops in the I Pv6 tunnel

The "singl e-hop" nechani sm shoul d be inplenmented by having the tunne
entry point node set a tunnel |Pv6 header hop limt independently of
the hop limt of the original header

The "singl e-hop"” nechani sm hides fromthe original |IPv6 packets the
nunber of | Pv6 hops of the tunnel

It is recommended that the tunnel hop linit be configured with a
val ue that ensures:
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(a) that tunnel |Pv6 packets can reach the tunnel exit-point
node

(b) a quick expiration of the tunnel packet if a routing |oop
occurs within the IPv6 tunnel

The tunnel hop linmt default value for hosts is the | Pv6 Nei ghbor
Di scovery advertised hop limt [ND Spec]. The tunnel hop limt
default value for routers is the default IPv6 Hop Linmt value from
the Assigned Numbers RFC (64 at the time of witing this docunent).

The tunnel hop linmt is copied into the hop limt field of the tunne
| Pv6 header of each packet encapsul ated by the tunnel entry-point
node.

6.4 | Pv6 Tunnel Packet Traffic C ass

The | Pv6 Tunnel Packet Traffic Class indicates the value that a
tunnel entry-point node sets in the Traffic Cass field of a tunne
header. The default value is zero. The configured Packet Traffic
Class can al so indicate whether the value of the Traffic Cass field
in the tunnel header is copied fromthe original header, or it is set
to the pre-configured val ue.

6.5 I Pv6 Tunnel Flow Labe

The 1 Pv6 Tunnel Flow Label indicates the value that a tunnel entry-
poi nt node sets in the flow | abel of a tunnel header. The default
value is zero

6.6 | Pv6 Tunnel Encapsulation Limt

The Tunnel Encapsul ation Linmt value can indicate whether the entry-
poi nt node is configured to limt the nunber of encapsul ati ons of
tunnel packets originating on that node. The |IPv6 Tunne

Encapsul ation Limt is the maxi mum nunber of additiona

encapsul ations permtted for packets undergoi ng encapsul ation at that
entry-poi nt node. Recommended default value is 4. An entry-point node
configured to linmt the nunber of nested encapsul ati ons prepends a
Destinati on Options extension header containing a Tunne

Encapsul ation Limt option to an original packet undergoing

encapsul ation - see sections 4.1 and 4.1. 1.

6.7 I Pv6 Tunnel MIU
The tunnel MIU is set dynamically to the Path MIU between the tunne

entry-point and the tunnel exit-point nodes, mnus the size of the
tunnel headers: the maxi num size of a tunnel packet payload that can
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be sent through the tunnel w thout fragnentation [IPv6-Spec]. The
tunnel entry-point node perforns Path MIU di scovery on the path

bet ween the tunnel entry-point and exit-point nodes [ PMIU Spec],

[1 CMP-Spec]. The tunnel MIU of a nested tunnel is the tunnel MIU of
the outer tunnel mnus the size of the nested tunnel headers.

7. 1 Pv6 Tunnel Packet Size |Issues
Prependi ng a tunnel header increases the size of a packet, therefore
a tunnel packet resulting fromthe encapsul ation of an |IPv6 origina

packet may require fragnentation

A tunnel |Pv6 packet resulting fromthe encapsul ation of an origina
packet is considered an | Pv6 packet originating fromthe tunne

entry-poi nt node. Therefore, like any source of an |IPv6 packet, a
tunnel entry-point node nust support fragmentation of tunnel |Pv6
packets.

A tunnel intermedi ate node that forwards a tunnel packet to another
node in the tunnel follows the general IPv6 rule that it nust not
fragment a packet undergoi ng forwarding.

A tunnel exit-point node receiving tunnel packets at the end of the
tunnel for decapsul ation applies the strict left-to-right processing
rul es for extension headers. In the case of a fragnmented tunne
packet, the fragments are reassenbled into a conplete tunnel packet
bef ore determ ning that an enbedded packet is present.

Not e:

A particul ar problemarises when the destination of a fragnented
tunnel packet is an exit-point node identified by an anycast address.
The problem which is simlar to that of original fragmented | Pv6
packets destined to nodes identified by an anycast address, is that
all the fragnents of a packet nust arrive at the sane destination
node for that node to be able to performa successful reassenbly, a
requirenent that is not necessarily satisfied by packets sent to an
anycast address.

7.1 I Pv6 Tunnel Packet Fragmentation
When an | Pv6 original packet enters a tunnel, if the original packet
size exceeds the tunnel MIU (i.e., the Path MIU between the tunne

entry-point and the tunnel exit-point, mnus the size of the tunne
header(s)), it is handled as foll ows:
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if the original IPv6 packet size is larger than the |Pv6
m ni mum | ink MIU [ | Pv6- Spec], the entry-point node discards
the packet and sends an | CVMPv6 "Packet Too Bi g" message to
the source address of the original packet with the
recommended MIU size field set to the tunnel MIU or the

| Pv6 m nimumlink MU, whichever is larger, i.e. max
(tunnel MIU, IPv6 mnimumlink MU). Al so see sections 6.7
and 8. 2.

if the original 1Pv6 packet is equal or smaller than the
[ Pv6 m nimumlink MU, the tunnel entry-point node

encapsul ates the origi nal packet, and subsequently
fragnents the resulting I Pv6 tunnel packet into |Pv6
fragments that do not exceed the Path MIU to the tunne
exit-point.

7.2 1 Pv4 Tunnel Packet Fragmentation

8.

When an | Pv4 original packet enters a tunnel, if the original packet
size exceeds the tunnel MIU (i.e., the Path MIU between the tunne
entry-point and the tunnel exit-point, mnus the size of the tunne
header(s)), it is handled as foll ows:

(a)

(b)

if in the original |Pv4d packet header the Don't Fragnent -
DF - bit flag is SET, the entry-point node discards the
packet and returns an | CMP nessage. The | CWP nessage has
the type = "unreachable", the code = "packet too big", and
the reconmmrended MIU size field set to the size of the
tunnel MIU - see sections 6.7 and 8. 3.

if in the original packet header the Don't Fragment - DF -
bit flag is CLEAR the tunnel entry-point node encapsul ates
the original packet, and subsequently fragnents the
resulting I Pv6 tunnel packet into IPv6 fragments that do
not exceed the Path MIU to the tunnel exit-point.

| Pv6 Tunnel Error Processing and Reporting

| Pv6 Tunneling follows the general rule that an error detected during
the processing of an I Pv6 packet is reported through an | CVP nessage
to the source of the packet.

On a forwarding path that includes IPv6 tunnels, an error detected by
a node that is not in any tunnel is directly reported to the source
of the original |IPv6 packet.
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An error detected by a node inside a tunnel is reported to the source
of the tunnel packet, that is, the tunnel entry-point node. The |CW
nmessage sent to the tunnel entry-point node has as | CVMP payl oad t he
tunnel |Pv6 packet that has the original packet as its payl oad.

The cause of a packet error encountered inside a tunnel can be a
probl em wit h:

(a) the tunnel header, or
(b) the tunnel packet.

Bot h tunnel header and tunnel packet problens are reported to the
tunnel entry-point node.

If a tunnel packet problemis a consequence of a problemwth the
original packet, which is the payl oad of the tunnel packet, then the
problemis also reported to the source of the original packet.

To report a problemdetected inside the tunnel to the source of an
original packet, the tunnel entry point node nust relay the | CwW
nmessage received frominside the tunnel to the source of that
original IPv6 packet.

An exanpl e of the processing that can take place in the error
reporting mechanismof a node is illustrated in Fig.7, and Fig.8:

Fig.7 path #0 and Fig.8 (a) - The IPv6 tunnel entry-point receives an
| CMP packet frominside the tunnel, marked Tunnel |CWMPv6 Message in
Fig.7. The tunnel entry-point node |Pv6 | ayer passes the received

| CMP nessage to the |CMPv6 | nput. The | CVWPv6 | nput, based on the | CWP
type and code [| CMP-Spec] generates an internal "error code"

Fig.7 path #1 - The internal error code, is passed with the "I CMPv6

nmessage payl oad" to the upper-layer protocol - in this case the |IPv6
tunnel upper-I|ayer error input.
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Decapsul at e
-->--| CVPV6- - #2- >- -

e + e + oo e oo +
| Upper | | Upper | | Upper |
| Layer | | Layer | | Layer |
| Proto.]| | Proto | | 1Pv6 Tunnel
| Error | | Error | | Error |
| Input | | Input | | I nput |
| | | | | |
| | | | | |
| | | | | Payl oad ||
B + B + +--| ----------------- |--+
| | | |
N N N \Y;
| | | , |
-------------------- #1- - -----Oig. Packet?--- - - - - - - -
#1 #3 Int.Error Code, #5
Int. Error Code, v Source Address, v \%
| CMPv6 Payl oad | [Pv6 | Oig. Packet | 1Pv4d
R + S + S + + - - +
| | | | | |
| 1CVWP v6 | | 1CVWP v6 | | 1CVWP v4 | | |
| 1 nput | | Err Report | | Err Report |
| - - - - -+ - - - -| + - - - -+ + - - +
| | | |
| | Pv6 Layer | | 1Pv4 Layer
| | | |
o + oo + + - - 4+
| | |
N \Y \Y
#0 #4 #6
| | |
Tunnel | CVPv6 | CMPV6 | CMPV4
Message Message Message

| | |
Fig.7 Error Reporting Flow in a Node (lIPv6 Tunneling Protocol Engine)

Fig.7 path #2 and Fig.8 (b) - The IPv6 tunnel error input

decapsul ates the tunnel |Pv6 packet, which is the | CMPv6 nessage

payl oad, obtaining the original packet, and thus the original headers
and di spatches the "internal error code", the source address fromthe
origi nal packet header, and the original packet, down to the error
report block of the protocol identified by the Next Header field in
the tunnel header inmediately preceding the original packet in the

| CVP nessage payl oad.

From here the processing depends on the protocol of the origina
packet :
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(a) - for an IPv6 original packet

Fig.7 path #3 and Fig.8 (c.1)- for an |IPv6 original packet, the
| CMPv6 error report builds an | COVP nessage of a type and code
according to the "internal error code", containing the "origina
packet" as | CVP payl oad.

Fig.7 path #4 and Fig.8 (d.1)- The |ICMP nessage has the tunne
entry-poi nt node address as source address, and the original packet
source node address as destination address. The tunnel entry-point
node sends the | CVMP nessage to the source node of the origina
packet .

(b) - for an IPv4 original packet

Fig.7 path #5 and Fig.8 (c.2) - for an IPv4 original packet, the
| CMPv4 error report builds an | CVP nessage of a type and code
derived fromthe the "internal error code", containing the
"original packet" as | CVMP payl oad.

Fig.7 path #6 and Fig.8 (d.2) - The |ICVMP nmessage has the tunne
entry-poi nt node | Pv4 address as source address, and the origina
packet |Pv4 source node address as destination address. The tunne
entry-poi nt node sends the | CMP nessage to the source node of the
ori gi nal packet.

A graphi cal description of the header processing taking place is the
fol | owi ng:
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< Tunnel Packet >
S Fo = 4 e - adeee-aaa e m e e emeeeeiemeeeeaaaa []--e--- +
| 1Pv6 | 1Pv6 | 1 CwP | Tunnel
(a)] | Extension | | | Pv6 |
| Header | Headers | Header | Packet in error
Fomm oo e L e o e m e e e e e e e e []------ +
< Tunnel Headers > < Tunnel | CVP Message >
< | CVMPv6 Message Payl oad >
|
\Y;
< Tunnel | CVP Message >
< Tunnel 1Pv6 Packet in Error >
S + S + S R S []--e---- +
| 1CWP | | Tunnel | | Oiginal | Oiginal |
(b) | | + | 1Pv6 | + | | Packet |
| Header | | Headers | | Headers | Payl oad |
B - + TS + Fom e oo - - B - []------ +

| <Original Packet in Error >

\Y, \Y,
R + Fomm oo + o e e e oo []------ +
New | | 1CW | | . .
(c.1) | IPv6 | + | | + | Oig. Packet in Error
| Headers | | Header | | |
B R + B R + e []------ +
|
%
S S e e e e e e []------ +
| New | 1CWP | Original
(d. 1) | 1Pv6 | | _ I
| Headers | Header | Packet in Error |
TS B - o e e e e oo oo []------ +
< New | CMP Message >

Conta & Deering St andards Track [ Page 26]



RFC 2473 CGeneric Packet Tunneling in |IPv6 Decenmber 1998

or for an IPv4 original packet

- + E R + . []------ +
| New | | 1o | | _ |
(c.2) | IPva | + | | + | Orig. Packet in Error
| Header | | Header | | |
S + S + e e e e e e []------ +
|
%
B R B R e []------ +
| New | 1CwP | Oiginal |
(d.2) | 1Pv4 | | . |
| Header | Header | Packet in Error
- S . []------ +
< New | CMP Message >

Fig.8 ICVWP Error Reporting and Processing
8.1 Tunnel |CMP Messages

The tunnel | CVWP nessages that are reported to the source of the
origi nal packet are:

hop limt exceeded

The tunnel has a nisconfigured hop limt, or contains a
routing | oop, and packets do not reach the tunnel exit-
poi nt node. This problemis reported to the tunnel entry-
poi nt node, where the tunnel hop limt can be reconfigured
to a higher value. The problemis further reported to the
source of the original packet as described in section 8.2,
or 8.3.

unr eachabl e node
One of the nodes in the tunnel is not or is no |onger
reachable. This problemis reported to the tunnel entry-
poi nt node, which should be reconfigured with a valid and
active path between the entry and exit-point of the tunnel

The problemis further reported to the source of the
original packet as described in section 8.2, or 8.3.

par armet er probl em
A Paraneter Problem | CMP nmessage pointing to a valid Tunne

Encapsul ation Limt Destination header with a Tun Encap Lim
field value set to one is an indication that the tunne
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packet exceeded the maxi mum nunber of encapsul ations

all owed. The problemis further reported to the source of

the original packet as described in section 8.2, or 8.3.
The above three probl ens detected inside the tunnel, which are a
tunnel configuration and a tunnel topol ogy problem are reported to
the source of the original |IPv6 packet, as a tunnel generic
"unr eachabl e" probl em caused by a "link probleni - see section 8.2
and 8. 3.

packet too big
The tunnel packet exceeds the tunnel Path MruU

The information carried by this type of |ICVMP nessage is
used as foll ows:

- by a receiving tunnel entry-point node to set or adjust
the tunnel MIU

- by a sending tunnel entry-point node to indicate to the
source of an original packet the MIU size that should be
used in sending | Pv6 packets towards the tunnel entry-point
node.
8.2 | CWP Messages for IPv6 Original Packets

The tunnel entry-point node builds the ICVMP and | Pv6 headers of the

| CMP nmessage that is sent to the source of the original packet as

fol | ows:

| Pv6 Fi el ds:

Sour ce Address

A valid unicast |IPv6 address of the outgoing
interface.

Desti nati on Address

Copied fromthe Source Address field of the Oigina
| Pv6 header.

| CMP Fi el ds:
For any of the follow ng tunnel |ICMP error messages:

"hop Iimt exceeded"
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"unreachabl e node"

"parameter problent - pointing to a valid Tunnel Encapsul ation
Limt destination header with the Tun Encap Limfield set to a
val ue zero:

Type 1 - unreachabl e node

Code 3 - address unreachabl e

For tunnel 1CWVP error nessage "packet too big":

Type 2 - packet too big
Code 0
MIuU The MIU field fromthe tunnel |CMP nessage nmi nus

the length of the tunnel headers.

According to the general rules described in 7.1, an | CW "packet too
bi g" nessage is sent to the source of the original packet only if the
original packet size is larger than the mnimumlink MU size
required for 1Pv6 [IPv6- Spec].

8.3 I CWP Messages for IPv4 Original Packets
The tunnel entry-point node builds the ICMP and | Pv4 header of the
| CMP nessage that is sent to the source of the original packet as
fol | ows:
| Pv4 Fields:
Sour ce Address

A valid unicast |Pv4 address of the outgoing
interface.

Desti nati on Address

Copied fromthe Source Address field of the Oigina
| Pv4 header.

| CVMP Fi el ds:
For any of the follow ng tunnel | CVMP error nmessages:

"hop Iimt exceeded"
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"unreachabl e node"

"parameter problent - pointing to a valid Tunnel Enacpsul ation
Limt destination header with the Tun Encap Limfield set to a
val ue zero:

Type 3 - destination unreachabl e

Code 1 - host unreachabl e

For a tunnel |1CMP error message "packet too big":

Type 3 - destination unreachabl e
Code 4 - packet too big
MIuU The MIU field fromthe tunnel |CMP nessage nmi nus

the length of the tunnel headers.

According to the general rules described in section 7.2, an | CWP
"packet too big" nessage is sent to the original |Pv4 packet source
node if the the original |Pv4 header has the DF - don't fragnent -
bit flag SET.

8.4 | CWP Messages for Nested Tunnel Packets

In case of an error uncovered with a nested tunnel packet, the inner
tunnel entry-point, which receives the ICVP error nessage fromthe

i nner tunnel reporting node, relays the | CVP nmessage to the outer
tunnel entry-point follow ng the nechani sns described in sections
8.,8.1, 8.2, and 8.3. Further, the outer tunnel entry-point relays
the I CVMP nessage to the source of the original packet, follow ng the
sane nechani sns.

9. Security Considerations

An | Pv6 tunnel can be secured by securing the | Pv6 path between the
tunnel entry-point and exit-point node. The security architecture,
mechani sns, and services are described in [ RFC2401], [RFC2402], and
[ RFC2406]. A secure IPv6 tunnel may act as a gat eway-to-gat eway
secure path as described in [RFC2401].

For a secure IPv6 tunnel, in addition to the mechani sms descri bed
earlier in this docunent, the entry-point node of the tunnel perforns
security algorithns on the packet and prepends as part of the tunne
headers one or nore security headers in conformance with [IPv6- Spec],
[ RFC2401], and [ RFC2402], or [RFC2406].
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10.

11.

The exit-point node of a secure |Pv6 tunnel perforns security

al gorithnms and processes the tunnel security header[s] as part of the
tunnel headers processing described earlier, and in confornmance wth
[ RFC2401], and [ RFC2402], or [RFC2406]. The exit-point node discards
the tunnel security header[s] with the rest of the tunnel headers
after tunnel headers processing conpletion

The degree of integrity, authentication, and confidentiality and the
security processing performed on a tunnel packet at the entry-point
and exit-point node of a secure |Pv6 tunnel depend on the type of
security header - authentication (AH) or encryption (ESP) - and
paraneters configured in the Security Association for the tunnel
There is no dependency or interaction between the security |evel and
nmechani sns applied to the tunnel packets and the security applied to
the original packets which are the payl oads of the tunnel packets.
In case of nested tunnels, each inner tunnel nay have its own set of
security services, independently fromthose of the outer tunnels, or
of those between the source and destination of the original packet.
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Appendi x A
Al Ri sk Factors in Nested Encapsul ation

Nest ed encapsul ati ons of a packet beconme a recursive encapsulation if
the packet reenters an outer tunnel before exiting it. The cases

whi ch present a high risk of recursive encapsulation are those in

whi ch a tunnel entry-point node cannot determ ne whether a packet
that undergoes encapsul ati on reenters the tunnel before exiting it.
Routing | oops that cause tunnel packets to reenter a tunnel before
exiting it are certainly the major cause of the problem But since
routing | oops exist, and happen, it is inportant to understand and
descri be, the cases in which the risk for recursive encapsulation is
hi gher.

There are two significant elenents that determ ne the risk factor of
routing | oop recursive encapsul ation

(a) the type of tunnel

(b) the type of route to the tunnel exit-point, which
det erm nes the packet forwarding through the tunnel, that
is, over the tunnel virtual-link

A.1.1 Risk Factor in Nested Encapsul ation - type of tunnel

The type of tunnels which were identified as a high risk factor for
recursive encapsulation in routing | oops are:

"inner tunnels with identical exit-points".

Since the source and destination of an original packet is the main

i nformati on used to decide whether to forward a packet through a
tunnel or not, a recursive encapsul ation can be avoided in case of a
single tunnel (non-inner), by checking that the packet to be
encapsul ated is not originated on the entry-point node. This
nmechani smis suggested in [ RFC- 1853].

However, this type of protection does not seemto work well in case
of inner tunnels with different entry-points, and identical exit-
poi nt s.

Inner tunnels with different entry-points and identical exit-points

i ntroduce anbiguity in deciding whether to encapsul ate a packet, when
a packet encapsulated in an inner tunnel reaches the entry-point node
of an outer tunnel by neans of a routing |oop. Because the source of
the tunnel packet is the inner tunnel entry-point node which is
different than the entry-point node of the outer tunnel, the source
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address checking (nmentioned above) fails to detect an invalid
encapsul ati on, and as a consequence the tunnel packet gets

encapsul ated at the outer tunnel each time it reaches it through the
routing | oop.

A. 1.2 Risk Factor in Nested Encapsulation - type of route.

The type of route to a tunnel exit-point node has been al so
identified as a high risk factor of recursive encapsulation in
routing | oops.

One type of route to a tunnel exit-point node is a route to a

speci fied destination node, that is, the destination is a valid
specified | Pv6 address (route to node). Such a route can be sel ected
based on the | ongest match of an original packet destination address
with the destination address stored in the tunnel entry-point node
routing table entry for that route. The packet forwarded on such a
route is first encapsul ated and then forwarded towards the tunne
exit-poi nt node.

Anot her type of route to a tunnel exit-point node is a route to a
specified prefix-net, that is, the destination is a valid specified

| Pv6 prefix (route to net). Such a route can be sel ected based on the
| ongest path natch of an original packet destination address with the
prefix destination stored in the tunnel entry-point node routing
table entry for that route. The packet forwarded on such a route is
first encapsulated and then forwarded towards the tunnel exit-point
node.

And finally another type of route to a tunnel exit-point is a default
route, or a route to an unspecified destination. This route is

sel ected when no-other match for the destination of the origina
packet has been found in the routing table. A tunnel that is the
first hop of a default route is a "default tunnel"

If the route to a tunnel exit-point is a route to node, the risk
factor for recursive encapsulation is mninum

If the route to a tunnel exit-point is a route to net, the risk
factor for recursive encapsulation is medium There is a range of
destinati on addresses that will match the prefix the route is
associated with. [If one or nore inner tunnels with different tunne
entry-poi nts have exit-point node addresses that match the route to
net of an outer tunnel exit-point, then a recursive encapsul ati on may
occur if a tunnel packet gets diverted frominside such an inner
tunnel to the entry-point of the outer tunnel that has a route to its
exit-point that matches the exit-point of an inner tunnel
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If the route to a tunnel exit-point is a default route, the risk
factor for recursive encapsulation is maxi num Packets are forwarded
through a default tunnel for lack of a better route. |n nany
situations, forwarding through a default tunnel can happen for a wide
range of destination addresses which at the nmaxi mumextent is the
entire Internet mnus the node’'s |ink. As consequence, it is likely
that in a routing loop case, if a tunnel packet gets diverted froman
i nner tunnel to an outer tunnel entry-point in which the tunnel is a
default tunnel, the packet will be once nore encapsul ated, because
the default routing mechanismw Il not be able to discern
differently, based on the destination

Conta & Deering St andards Track [ Page 35]



RFC 2473 CGeneric Packet Tunneling in |IPv6 Decenmber 1998

Ful | Copyright Statenent
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Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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