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Abst r act

Thi s docunent describes Time To Live (TTL) processing in hierarchica
Mul ti-Protocol Label Switching (MPLS) networks and is notivated by
the need to formalize a TTL-transparent node of operation for an MPLS
| abel -swi tched path. It updates RFC 3032, "MPLS Label Stack

Encodi ng". TTL processing in both Pipe and Uni form Mde

hi erarchical tunnels are specified with exanples for both "push" and
"pop" cases. The docunent also conplenents RFC 3270, "MPLS Support

of Differentiated Services" and ties together the term nol ogy

i ntroduced in that docunent with TTL processing in hierarchical MLS
net wor ks.

Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC 2119].

1. Introduction and Mtivation
Thi s docunent describes Time To Live (TTL) processing in hierarchica
MPLS networks. We believe that this docunent adds details that have

not been addressed in [ MPLS- ARCH, MPLS-ENCAPS], and that the nethods
presented in this docunent conpl enent [ MPLS-DS].
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In particular, a new node of operation (referred to as the Pipe
Model ) is introduced to support the practice of configuring MPLS LSPs
such that packets transiting the LSP see the tunnel as a single hop
regardl ess of the nunber of intermediary |abel switch routers (LSR)
The Pipe Model for TTL is currently being used in nultiple networks
and is provided as an option configurable by the network operator by
several vendors.

Thi s docunent formalizes the TTL processing in MPLS networks and ties
it with the term nol ogy introduced in [ MPLS-DS].

2. TTL Processing in MPLS Networks
2.1. Changes to RFC 3032 [ MPLS- ENCAPS]

a) [ MPLS-ENCAPS] only covers the Uni form Model and does NOT address
the Pipe Mddel or the Short Pipe Mddel. This docunent addresses
these two nodels and for conpleteness will al so address the
Uni f or m Model

b) [ MPLS- ENCAPS] does not cover hierarchical LSPs. This docunent
addresses this issue.

c) [ MPLS- ENCAPS] does not define TTL processing in the presence of
Penul ti mate Hop Popping (PHP). This docunent addresses this
i ssue.

2.2. Term nol ogy and Backgr ound

As defined in [ MPLS- ENCAPS], MPLS packets use a MPLS shi m header that
i ndicates the follow ng informati on about a packet:

a) MPLS Label (20 bits)

b) TTL (8 bits)

c) Bottom of stack (1 bit)

d) Experinental bits (3 bits)

The experinmental bits were later redefined in [MPLS-DS] to indicate
the scheduling and shapi ng behavior that could be associated with an
MPLS packet .

[ MPLS-DS] al so defined two nodels for MPLS tunnel operation: Pipe and
Uni form Models. I n the Pipe Mdel, a MPLS network acts like a
circuit when MPLS packets traverse the network such that only the LSP
i ngress and egress points are visible to nodes that are outside the
tunnel. A Short variation of the Pipe Mddel is also defined in
[MPLS-DS] to differentiate between different egress forwardi ng and
Q@S treatnents. On the other hand, the Uniform Mbdel nakes all the
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nodes that a LSP traverses visible to nodes outside the tunnel. W
will extend the Pipe and Uniform Moddels to include TTL processing in
the follow ng sections. Furthernore, TTL processing, when performng
PHP, is also described in this docunment. For a detail ed description
of Pipe and Uni form Model s, please see [ MPLS-DS].

TTL processing in MPLS networks can be broken down into two | ogica
bl ocks: (i) the incom ng TTL deternination to take into account any
tunnel egress due to MPLS Pop operations; (ii) packet processing of
(possi bly) exposed packets and out going TTLs.

We al so note here that signaling the LSP type (Pipe, Short Pipe or

Uni form Model ) is out of the scope of this docunent, and that is also
not addressed in the current versions of the |abel distribution
protocols, e.g. LDP [ MPLS-LDP] and RSVP-TE [ MPLS-RSVP]. Currently,
the LSP type is configured by the network operator manually by neans
of either a command |ine or network management interface.

2.3. New Term nol ogy

i TTL: The TTL value to use as the incoming TTL. No checks are
performed on the i TTL.

oTTL: This is the TTL val ue used as the outgoing TTL val ue (see
section 3.5 for exception). It is always (i TTL - 1) unl ess ot herwi se
st at ed.

oTTL Check: Check if oTTL is greater than 0. |If the oTTL Check is
fal se, then the packet is not forwarded. Note that the oTTL check is
perfornmed only if any outgoing TTL (either IP or MPLS) is set to oTTL
(see section 3.5 for exception).

3. TTL Processing in different Mdels
This section describes the TTL processing for LSPs conformng to each

of the 3 nodels (Uniform Short Pipe and Pipe) in the
presence/ absence of PHP (where applicable).
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3.1. TTL Processing for Uniform Mddel LSPs (with or without PHP)

(consistent with [ MPLS- ENCAPS] ) :

———————_———=C LSP s>
+--Swap--(n-2)-...-swap--(n-i)---+
/ (out er header) \
(n-1) (n-i)
/ \
>--(n)--Push............... (X) e oe Pop--(n-i-1)->
(1) (i nner header) (E or P)

(n) represents the TTL value in the correspondi ng header
(x) represents non-nmneani ngful TTL information

(1) represents the LSP ingress node

(P) represents the LSP penultimte node

(E) represents the LSP Egress node

This picture shows TTL processing for a Uniform Mddel MPLS LSP. Note
that the inner and outer TTLs of the packets are synchronized at
tunnel ingress and egress.

3.2. TTL Processing for Short Pipe Mdel LSPs

3.2.1. TTL Processing for Short Pipe Mdel LSPs w thout PHP
========== | SP ========—=-=-=-=-=---=-—-------——-ms=>
+--Swap--(N-1)-...-swap--(N-i)----- +
/ (out er header) \.
(N (N-1)
/ \
>--(n)--Push............... (n-2) ... Pop--(n-2)->

() (i nner header) (E)

represents the TTL value (nay have no relationship to n)
represents the tunneled TTL val ue in the encapsul ated header
represents the LSP ingress node

represents the LSP Egress node

e Y Y T
nzZz<e

The Short Pipe Mddel was introduced in [MPLS-DS]. In the Short Pipe
Model , the forwarding treatnent at the egress LSR is based on the
tunnel ed packet, as opposed to the encapsul ating packet.
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3.2.2. TTL Processing for Short Pipe Mddel with PHP
+-Swap- (N-1)-...-swap-(N-i)-+
/ (out er header) \
(N) (N-1)

/ \
>--(n)--Push............. (n-1)............ Pop- (n-1)-Decr.-(n-2)->
(1) (i nner header) (P) (E)

(N) represents the TTL value (may have no relationship to n)

(n) represents the tunneled TTL value in the encapsul at ed header
(1) represents the LSP ingress node

(P) represents the LSP penultimte node

(E) represents the LSP egress node.

Since the | abel has already been popped by the LSP's penultimate
node, the LSP egress node just decrenents the header TTL.

Al so note that at the end of the Short Pipe Mdel LSP, the TTL of the
tunnel ed packet has been decremented by two, with or wthout PHP

3.3. TTL Processing for Pipe Mdel LSPs (w thout PHP only):

—========= | SP ========-=-=—===-=-=-=-=---=—=—------==>
+--Swap--(N-1)-...-swap--(N-i)----- +
/ (out er header) \
A o1
>--(n)--Push............... (n-2). ... Pop--(n-2)->
() (i nner header) (E)

represents the TTL value (nay have no rel ationship to n)
represents the tunneled TTL value in the encapsul ated header
represents the LSP ingress node

represents the LSP Egress node

NSNS
nZ2<g

Fromthe TTL perspective, the treatment for a Pipe Mdel LSP is
identical to the Short Pipe Mdel wthout PHP
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3.4. Incoming TTL (i TTL) determ nation

If the incom ng packet is an I P packet, then the i TTL is the TTL
val ue of the incomng | P packet.

If the incom ng packet is an MPLS packet and we are perfornming a
Push/ Swap/ PHP, then the i TTL is the TTL of the topnobst incom ng
| abel .

If the incom ng packet is an MPLS packet and we are perform ng a Pop
(tunnel termnation), the i TTL is based on the tunnel type (Pipe or
Uniform of the LSP that was popped. |[|f the popped | abel belonged to
a Pipe Model LSP, then the i TTL is the value of the TTL field of the
header, exposed after the | abel was popped (note that for the purpose
of this docunent, the exposed header may be either an | P header or an
MPLS | abel). |If the popped | abel bel onged to a Uniform Mddel LSP
then the i TTL is equal to the TTL of the popped label. If multiple
Pop operations are performed sequentially, then the procedure given
above is repeated with one exception: the i TTL conputed during the
previous Pop is used as the TTL of subsequent | abel s bei ng popped,;
i.e. the TTL contained in the subsequent |abel is essentially ignored
and replaced with the i TTL conmputed during the previ ous pop

3.5. Qutgoing TTL Determ nation and Packet Processing

After the i TTL conmputation is performed, the oTTL check is perfornmed.
If the oTTL check succeeds, then the outgoing TTL of the

(1 abel ed/ unl abel ed) packet is cal cul ated and packet headers are
updat ed as defi ned bel ow

If the packet was routed as an | P packet, the TTL value of the IP
packet is set to oTTL (i TTL - 1). The TTL value(s) for any pushed
| abel (s) is determined as described in section 3.6.

For packets that are routed as MPLS, we have four cases:

1) Swap-only: The routed |l abel is swapped with another |abel and the
TTL field of the outgoing label is set to oTTL.

2) Swap followed by a Push: The swapped operation is perforned as
described in (1). The TTL value(s) of any pushed | abel(s) is
determ ned as described in section 3.6.

3) Penultimate Hop Pop (PHP): The routed | abel is popped. The oTTL
check should be perforned irrespective of whether the oTTL is used
to update the TTL field of the outgoing header. |f the PHPed
| abel belonged to a Short Pipe Mddel LSP, then the TTL field of
the PHP exposed header is neither checked nor updated. If the
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PHPed | abel was a Uni form Mbdel LSP, then the TTL field of the PHP
exposed header is set to the oTTL. The TTL val ue(s) of additiona
| abel s are determ ned as described in section 3.6

4) Pop: The pop operation happens before routing and hence it is not
consi dered here.

3.6. Tunnel Ingress Processing (Push)

For each pushed Uniform Model |abel, the TTL is copied fromthe
| abel /1 P- packet i mmediately underneath it.

For each pushed Pi pe Model or Short Pipe Mdel |abel, the TTL field
is set to a value configured by the network operator. |In nost
i mpl ementations, this value is set to 255 by default.

3.7. Inplenentation Remarks

1) Although i TTL can be decrenented by a value larger than 1 while it
i s being updated or oTTL is being deternmined, this feature should
be only used for conpensating for network nodes that are not
capabl e of decrenenting TTL val ues.

2) Whenever i TTL is decrenented, the inplenenter nust nake sure that
the val ue does not becone negative.

3) In the Short Pipe Mdel with PHP enabled, the TTL of the tunneled
packet is unchanged after the PHP operation.

4. Concl usion

This I nternet Docunment describes how the TTL field can be processed
in an MPLS network. We clarified the various nethods that are
applied in the presence of hierarchical tunnels and conpleted the

i ntegration of Pipe and Uniform Mddels with TTL processi ng.

5. Security Considerations

Thi s docunent does not add any new security issues other than the
ones defined in [ MPLS- ENCAPS, MPLS-DS]. In particular, the docunent
does not define a new protocol or expand an existing one and does not
i ntroduce security problens into the existing protocols. The authors
believe that clarification of TTL handling in MPLS networks benefits
service providers and their customers since troubl eshooting is
sinplified.
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9. Full Copyright Statenent
Copyright (C The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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