Net wor k Wor ki ng Group D. Bryant

Request for Comments: 2166 3Com Cor p
Cat egory: I nfornmational P. Brittain
Dat a Connection Ltd.

June 1997

APPN | mpl ementer’ s Wor kshop
Cl osed Pages Docunent

DLSw v2. 0 Enhancenents
Status of this Menp

This menmo provides information for the Internet community. This menp
does not specify an Internet standard of any kind. Distribution of
this meno is unlinited.

Abst r act
Thi s docunent specifies

- a set of extensions to RFC 1795 designed to inprove the scalability
of DLSw

- clarifications to RFC 1795 in the light of the inplenentation
experi ence to-date.

It is assumed that the reader is famliar with DLSw and RFC 1795. No
effort has been nade to explain these existing protocols or
associ at ed term nol ogy.

Thi s docunent was developed in the DLSw Related Interest Goup (R G
of the APPN I mpl enenters Workshop (AIW. If you would like to
participate in future DLSw di scussi ons, please subscribe to the DLSw
RIGmailing lists by sending a mail to naj ordonmo@ al ei gh.i bm com
speci fying 'subscribe aiwdlsw as the body of the nessage.
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1. Introduction

Thi s docunent defines v2.0 of Data Link Switching (DLSwW) in the form
of a set of enhancenments to RFC 1795. These enhancenents are designed
to be fully backward conpatible with existing RFC 1795

i npl enentations. As a conpati ble set of enhancenents to RFC 1795,
this docunent does not replace or supersede RFC 1795.

The bul k of these enhancenents address scalability issues in DLSw
v1l.0. Reason codes have al so been added to the HALT DL and

HALT _DL_NOACK SSP nessages in order to inmprove the diagnostic

i nformation avail abl e.

Finally, the appendix to this docunment |ists a number of
clarifications to RFC 1795 where the inplenmentati on experience to-
dat e has shown that the original RFC was anbi guous or unclear. These
clarifications should be read al ongsi de RFC 1795 to obtain a ful
specification of the base v1l.0 DLSw standard.

2. HALT Reason codes

RFC 1795 provides no nechanismfor a DLSw to conmunicate to its peer
the reason for dropping a circuit. DLSw v2.0 adds reason code fields
to the HALT DL and HALT DL _NOACK SSP nessages to carry this

i nformation.

The reason code is carried as 6 bytes of data after the existing SSP
header. The format of these bytes is as shown bel ow.

Byt e Descri ption
0-1 Generic HALT reason code in byte normal fornat
2-5 Vendor - speci fic detail ed reason code

The generic HALT reason code takes one of the foll ow ng decima
val ues (which are chosen to match the di sconnect reason codes
specified in the DLSw M B).

- Unknown error

- Received DI SC fromend-station

- Detected DLC error with end-station

- Circuit-level protocol error (e.g., pacing)

- QOperator-initiated (ngt station or |ocal console)

O wWNBEF

The vendor-specific detailed reason code may take any val ue.
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Al V2.0 DLSws mrmust include this information on all HALT DL and
HALT_DL_NOACK nessages sent to v2.0 DLSw peers. For backwards
conpatibility with RFC 1795, DLSw V2.0 inplenentations nmust al so
accept a HALT DL or HALT DL_NOACK message received froma DLSw peer
that does not carry this information (i.e. RFC 1795 format for these
SSP nessages) .

3. Scope of Scal ability Enhancements

The DLSw Scal ability group of the AIWidentified a nunber of
scal ability issues associated with existing DLSw protocols as defined
in RFC 1795:

- Adm nistration

RFC 1795 inplies the need to define the transport address of al
DLSw peers at each DLSw. In highly neshed situations (such as
those often found in NetBl OS networks), the resultant

admini strative burden is undesirable.

- Address Resol ution

RFC 1795 defines point to point TCP (or other reliable transport
protocol) connections between DLSw peers. Wen attenpting to

di scover the location of an unknown resource, a DLSw sends an
address resol ution packet to each DLSw peer over these connections.
In highly meshed configurations, this can result in a very |large
nunber of packets in the transport network. Although each packet
is sent individually to each DLSw peer, they are each identical in
nature. Thus the transport network is burdened with excessive
nunbers of identical packets. Since the transport network is nost
conmonly a wi de area network, where bandwi dth is considered a
preci ous resource, this packet duplication is undesirable.

- Broadcast Packets

In addition to the address resol ution packets descri bed above, RFC
1795 al so propagates Net Bl OS broadcast packets into the transport
network. The U franes of NetBIOS are sent as LAN broadcast
packets. RFC 1795 propagates these packets over the point to point
transport connections to each DLSw peer. In the same manner as
above, this creates a |large nunber of identical packets in the
transport network, and hence is undesirable. Since NetBlI OS U
franes can be sent by applications, it is difficult to predict or
control the rate and quantity of such traffic. This conmpounds the
undesirability of the existing RFC 1795 propagati on nethod for
these packets.
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- TCP (transport connection) Overhead

As defined in RFC 1795, each DLSw maintains a transport connection
to its DLSw peers. Each transport connection guarantees in order
packet delivery. This is acconplished usi ng acknow edgnment and
sequenci ng al gorithns which require both CPU and nenory at the DLSw
endpoints in direct proportion to the nunber transport connections.
The DLSw Scal ability group has identified two scenarios where the
nunber of transport connections can becone significant resulting in
excessi ve overhead and correspondi ng equi prent costs (nenory and
CPU) . The first scenario is found in highly nmeshed DLSw
configurations where the number of transport connections

approxi nates n2 (where n is the nunber of DLSw peers). This is
typically found in DLSw networks supporting NetBlI OS. The second
scenario is found in networks where nany renote |ocations

conmuni cate to few central sites. In this case, the central sites
must support n transport connections (where n is the nunmber of
renote sites). In both scenarios the resultant transport

connection overhead is considered undesirabl e dependi ng upon the
val ue of n.

- LLC2 over head

RFC 1795 specifies that each DLSw provides |local term nation for
the LLC2 (SDLC or other SNA reliable data |link protocol) sessions

traversing the SSP. Because these reliable data |inks provide
guaranteed in order packet delivery, the nenory and CPU over head of
mai nt ai ni ng these connections can al so beconme significant. Thi s

is particularly undesirable in the second scenario described above,
because the nunber of reliable connections naintained at the
central site is the aggregate of the connections naintai ned at each
renote site.

It is not the intent of this docunment to address all the undesirable
scal ability issues associated with RFC 1795. This paper identifies
prot ocol enhancenments to RFC 1795 using the inherent nulticast
capabilities of the underlying transport network to inprove the
scalability of RFC 1795. It is believed that the enhancenents

defi ned, herein, address nmany of the issues identified above, such as
adm ni stration, address resolution, broadcast packets, and, to a

| esser extent, transport overhead. This paper does not address LLC2
overhead. Subsequent efforts by the AlWand/or DLSw Scal ability
group may address the unresolved scalability issues.
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Wiile it is the intent of this paper to accompdate all transport
protocols as best as is possible, it is recognized that the nulticast
capabilities of many protocols is not yet well defined, understood,

or inplemented. Since TCP is the nost preval ent DLSw transport
protocol in use today, the DLSw Scal ability group has chosen to focus
its definition around | P based nulticast services. This docunent only
addresses the inplenmentation detail of |IP based nulticast services.

Thi s proposal does not consider the inpacts of IPv6 as this was
consi dered too far fromw despread use at the tinme of witing.

4. Overview of Scal ability Enhancenents

Thi s paper describes the use of nulticast services within the
transport network to inprove the scalability of DLSw based
networ ki ng. There are only a few main conponents of this proposal

- Single session TCP connections

RFC 1795 defines a negotiation protocol for DLSw peers to choose
either two unidirectional or one bi-directional TCP connection
DLSws i npl ementing the enhancenments described in this document nust
support and use(whenever required and possible)a single bi-
directional TCP connection between DLSw peers. That is to say that
the single tunnel negotiation support of RFC 1795 is a prerequisite
function to this set of enhancenents. Use of two unidirectional TCP
connections is only allowed (and required)for nigration purposes
when comunicating with DLSw peers that do not inplenment these
enhancenent s.

Thi s docunent al so specifies a faster nethod for bringing up a
singl e TCP connection between two DLSw peers than the negotiation
used in RFC 1795. This faster nethod, detailed in section 6.2.1,
must be used where both peers are known to support DLSw v2.0.

- TCP connections on demand

Two DLSw peers using these enhancenents will only establish a TCP
connection when necessary. SSP connections to DLSw peers which do
not inplement these enhancenents are assuned to be established by
the means defined in RFC 1795. DLSws inplementing v2.0 utilize UDP
based transport services to send address resol uti on packets

( CANUREACH ex, NETBIOS NQ ex, etc.). |If a positive response is
recei ved, then a TCP connection is only established to the

associ ated DLSw peer if one does not already exist.

Cor respondi ngly, TCP connections are brought down when there are no
circuits to a DLSw peer for an inplenentation defined period of
tine.
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- Address resol ution through UDP

The main thrust of this paper is to utilize non-reliable transport
and the inherent efficiencies of nulticast protocols whenever
possi bl e and applicable to reduce network overhead. Accordingly,
the address resolution protocols of SNA and NetBI OS are sent over
the non-reliable transport of IP, nanely UDP. In addition, IP

mul ticast/unicast services are used whenever address resolution
packets nmust be sent to multiple destinations. This avoids the need
to maintain TCP SSP connections between two DLSw peers when no
circuits are active. CANUREACH ex and | CANREACH ex packets can be
sent to all the appropriate DLSw peers without the need for pre-
configured peers or pre-established TCP/IP connections. In

addi tion, nost nulticast services (including TCP s MOSPF, DVMRP

M P, etc.) replicate and propagate nessages only as necessary to
deliver to all nulticast nenbers. Thi s avoi ds duplication and
excessi ve bandwi dth consunption in the transport network.

To further optimze the use of WAN resources, address resol ution
responses are sent in a directed fashion (i.e., unicast) via UDP
transport whenever possible. This avoids the need to setup or
mai ntai n TCP connecti ons when they are not required. It also
avoi ds the bandwi dth costs associ ated wi th broadcasti ng.

Note: It is also permitted to send sonme address resolution traffic
over existing TCP connections. The conditions under which this is
permitted are detailed in section 7.

- Net Bl OS broadcasts over UDP

In the same nmanner as above, NetBlI OS broadcast packets are sent via
UDP (uni cast and multicast) whenever possible and appropriate. This
avoi ds the need to establish TCP connections between DLSw peers
when there are no circuits required. In addition, bandwidth in
the transport network is conserved by utilizing the efficiencies

i nherent to multicast service inplenentation. Details covering
identification of these packets and proper propagati on nmethods are
described in section 10.

5. Miulticast Goups and Addressing

IP nulticast services provides an unreliable datagramoriented
delivery service to nultiple parties. Comunication is acconplished
by sending and/or listening to specific "nulticast’ addresses. Wen
a given node sends a packet to a specific address (defined to be
within the nulticast address range), the I P network (unreliably)
delivers the packet to every node listening on that address.
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Thus, DLSws can nmake use of this service by sinply sendi ng and
receiving (i.e., listening for) packets on the appropriate multicast
addresses. Wth careful planning and inplenentation, networks can be
effectively partitioned and network overhead controll ed by sending

and |listening on different addresses groups. It is not the intent of
this paper to define or describe the techniques by which this can be
acconplished. It is expected that the networking industry (vendors

and end users alike) will determ ne the nost appropriate ways to nmake
use of the functions provided by use of DLSw rnulticast transport
servi ces.

5.1 Using Multicast G oups

The mul ticast addressing as descri bed above can be effectively used
to limt the amount of broadcast/nulticast traffic in the network.

It is not the intent of this docunment to describe how individua

DLSwW SSP i npl ement ati ons woul d assign or choose group addresses. The
specifics of howthis is done and exposed to the end user is an issue
for the specific inplementor. |In order to provide for nultivendor
interoperability and sinplicity of configuration, however, this paper
defines a single IP nmulticast address, 224.0.10.000, to be used as a
default DLSw multicast address. |If a given inplenentation chooses to
provide a default nulticast address, it is reconmended this address
be used. |In addition, this address should be used for both
transmtting and receiving of nulticast SSP nessages. |nplenentation
of a default nulticast address is not, however, required.

5.2 DLSw Mul ti cast Addresses

For the purpose of long terminteroperability, the AlWhas secured a
bl ock of IP nmulticast addresses to be used with DLSw. These
addresses are |isted bel ow

Addr ess Range Pur pose

224.0.10. 000 Default nulticast address

224.0.10. 001-191 User defined DLSw nulticast groups

224.0.10. 192- 255 Reserved for future use by the DLSw RIG in DLSw

enhancenent s
6. DLSw Message Transports

Wth the introduction of DLSw Multicast Protocols, SSP nessages are
now sent over two distinct transport mechani snms: TCP/ | P connections
and UDP services. Furthernmore, the UDP datagranms can be sent to two
di fferent kinds of |IP addresses: unique |P addresses (generally
associated with a specific DLSwW), and nulticast |P addresses
(generally associated with a group of DLSw peers).
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6.1 TCP/I P Connections on Denmand

As is the case in RFC 1795, TCP/IP connections are established

bet ween DLSw peers. Unlike RFC 1795, however, TCP/IP connections are
only established to carry reliable circuit data (i.e., LLC2 based
circuits). Accordingly, a TCP/IP connection is only established to a
gi ven DLSw peer when the first circuit to that DLSwis required
(i.e., the origin DLSw nust send a CANUREACH CS to a target DLSw peer
and there is no existing TCP connecti on between the two). In
addition, the TCP/IP connection is brought down an inpl ementation
defined anpbunt of tine after the last active (not pending) circuit
has termnated. In this way, the overhead associated with

mai nt ai ni ng TCP connections is m nim zed.

Wth the advent of TCP connections on demand, the activation and
deactivation of TCP connections becones a nornmal occurrence as
opposed to the exception event it constitutes in RFC 1795. For this
reason, it is recommended that inplenentations carefully consider the
val ue of SNWP traps for this condition

6.1.1 TCP Connections on Demand Race Conditions

Non-circuit based SSP packetsn (e.g., CANUREACH ex, etc.) may still be
sent/recei ved over TCP connections after all circuits have been

term nated. Taking this into account inplenmentations should stil
gracefully term nate these TCP connections once the connection is no
| onger supporting circuits. This may require an inplenmentation to
retransmt request frames over UDP when no response to a TCP based
uni cast request is received and the TCP connection is brought down.
This is not required in the case of nmulticast requests as these are
recei ved over the nulticast transport nechani sm

6.2 Single Session TCP/IP Connections

RFC 1795 defines the use of two unidirectional TCP/IP sessions

bet ween any pair of DLSw peers using read port nunber 2065 and wite
port nunber 2067. Additionally, RFC 1795 allows for inplenmentations
to optionally use only one bi-directional TCP/IP session. Using one
TCP/ I P session between DLSw peers is believed to significantly

i mprove the perfornmance and scal ability of DLSw protocols.
Performance is inproved because TCP/I P acknow edgnents are much nore
likely to be piggy-backed on real data when TCP/|P sessions are used
bi-directionally. Scalability is inmproved because fewer TCP contro
bl ocks, state machines, and associ ated nessage buffers are required.
For these reasons, the DLSw enhancenents defined in this paper
REQUI RE t he use of single session TCP/IP sessions.
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Accordingly, DLSws inplenenting these enhancenents nust carry the TCP
Connections Control Vector in their Capabilities Exchange. In
addition, the TCP Connections Control Vector must indicate support
for 1 connection.

6.2.1 Expedited Single Session TCP/IP Connections

In RFC 1795, single session TCP/IP connections are acconplished by
first establishing two uni-directional TCP connections, exchanging
capabilities, and then bringing dowmn one of the connections. In
order to avoid the unnecessary flows and tine del ays associated with
this process, a new single session bi-directional TCP/IP connection
establ i shnent algorithmis defined.

6.2.1.1 TCP Port Nunbers

DLSws i npl ementing these enhancements will use a TCP destination port
of 2067 (as opposed to RFC 1795 whi ch uses 2065) for single session
TCP connections. The source port will be a random port nunber using

the established TCP nornms which exclude the possibility of either
2065 or 2067.

6.2.1.2 TCP Connection Setup

DLSw peers inplenmenting these enhancenents will establish a single
session TCP connecti on whenever the associated peer is known to
support this capability. To do this, the initiating DLSw sinply
sends a TCP setup request to destination port 2067. The receiving
DLSw responds accordingly and the TCP three way handshake ensues.
Once this handshake has conpl eted, each DLSw is notified and the DLSw
capabilities exchange ensues. As in RFC 1795, no flows may take

pl ace until the capabilities exchange conpl etes.

6.2.1.3 Single Session Setup Race Conditions

The new expedited single session setup procedure described above
opens up the possibility of a race condition that occurs when two
DLSw peers attenpt to setup single session TCP connections to each
other at the sane time. To avoid the establishnent of two TCP
connections, the following rules are applied when establishing
expedi ted single session TCP connecti ons:

1.1f an inbound TCP connect indication is received on port 2067 while
an out bound TCP connect request (on port 2067) to the sane DLSw (I P
address) is in process or outstanding, the DLSwwith the higher IP
address will close or reject the connection fromthe DLSw with the
| ower | P address.
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2.To further expedite the process, the DLSw with the | ower | P address
may choose (inplenmentation option) to close its connection request
to the DLSw with the hi gher address when this condition is
det ect ed.

3.1f the DLSwwith the I ower | P address has already sent its
capabilities exchange request on its connection to the DLSw with
the higher IP address, it nust resend its capabilities exchange
request over the renmi ning TCP connection fromits DLSw peer (with
t he higher | P address).

4. The DLSw with the higher | P address must ignore any capabilities
exchange request received over the TCP connection to be term nated
(the one fromthe DLSw with the | ower | P address).

6.2.1.4 TCP Connections with Non-Milticast Capable DLSw peers

During periods of migration, it is possible that TCP connections

bet ween nul ti cast capabl e and non-nulticast capable DLSw peers wil|
occur. It is also possible that nulticast capable DLSws may attenpt
to establish TCP connections with partners of unknown capabilities
(e.g., statically defined peers). To handle these conditions the
followi ng additional rules apply to expedited single session TCP
connection setup:

1.1f the capability of a DLSw peer is not known, an inplenentation
may choose to send the initial TCP connect request to either port
2067 (expedited single session setup) or port 2065 (standard RFC
1795 TCP setup).

2.1f a nulticast capable DLSw recei ves an i nbound TCP connect request
on port 2065 while processing an outbound request on 2067 to the
sanme DLSw, the sending DLSw will termnate its 2067 request and
respond as defined in RFC 1795 with an out bound 2065 request
(standard RFC 1795 TCP setup).

3.1f a nulticast capable DLSw receives an indication that the DLSw
peer is not multicast capable (the port 2067 setup request tinmes
out or a port not recognized rejection is received), it will send
anot her connection request using port 2065 and the standard RFC
1795 session setup protocol
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6.3 UDP Dat agr ans

As nentioned above, UDP datagrans can be sent two different ways:
uni cast (e.g., sent to a single unique |IP address) or multicast
(i.e., sent to an IP multicast address). Throughout this document,

the term UDP datagramwi || be used to refer to SSP nessages sent over
UDP, while unicast and nulticast SSP nmessages will refer to the
specific type/ nethod of UDP packet transport. In either case,
standard UDP services are used to transport these packets. |n order
to properly parse the i nbound UDP packets and deliver themto the SSP
state nmachines, all DLSw UDP packets will use the destination port of
2067.

In addition, the checksum function of UDP remains optional for DLSw
SSP messages. It is believed that the inherent CRC capabilities of
all data link transports will adequately protect SSP packets during
transm ssion. And the increnmental exposure to internedi ate noda
data corruption is negligible. For further information on UDP packet
formats see the \223Franme Fornmats\224 section

6. 3.1 Vendor Specific Functions over UDP

In order to acconmpdate vendor specific capabilities over UDP
transport, a new SSP packet format has been defined. This new packet
format is required because nessage traffic of this type is not
necessarily preceded by a capabilities exchange. Accordingly, DLSW s
wi shing to invoke a vendor specific function nay send out this new
SSP packet format over UDP

Because this packet can be sent over TCP connections and non-
nmul ti cast capabl e nodes may not be able to recognize it,

i mpl enentations may only send this packet over TCP to DLSw peers
known to understand this packet format (i.e., multicast capable). To
avoid this situation in the future, DLSws inplenenting these
enhancenents must ignore SSP packets with an unrecogni zed DLSw
versi on nunber in the range of x’31' to x’3F . Further information
and the precise format for this new packet type is described belowin
the \ 223Franme Format s\ 224 secti on

6. 3.2 Uni cast UDP Dat agr ans

Generically speaking, a unicast UDP datagramis utilized whenever an
SSP nessage (not requiring reliable transport) nust be sent to a

uni que set (not all) of DLSw peers. This avoids the overhead of
having to establish and maintain TCP connections when they are not
required for reliable data transport.
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A typical exanple of when unicast UDP might be used would be an

| CANREACH ex response froma peer DLSw (with which no TCP connection
currently exists). In this case, the sending DLSw knows the IP
address of the intended receiver and can sinply send the response via
uni cast UDP. In addition, there are a nunber of NetBl OS cases where
unicast UDP is used to handle U franes directed to a specific DLSw
(e.g., NetBlIOs STATUS RESPONSE). Further detail is provided in the
Net Bl OS section of this docunent.

6.3.3 Multicast UDP Dat agramns

In a broad sense, multicast UDP datagrans are used whenever a given
SSP nessage nust be sent to nultiple DLSw peers. |n the case of SNA
this is primarily the CANUREACH ex packets. In the case of NetBIOS
mul ticast datagrams are used to send broadcast U frames such as
Net Bl S user datagrans and broadcast datagrans.

Not e, however, it is sonetines possible to avoid broadcasting certain
Net BI OS franes that woul d ot herwi se be broadcast in the LAN
environnent. This is typically acconplished using name caching
techni ques not described in this paper. |In cases of this type when a
singl e destinati on DLSw can be determ ned, unicast transport can be
used to send the "broadcast’ NetBIOS frame to a single destination

A nore detailed listing of NetBIOS SSP packets and transport nethods
can be found in the NetBlI OS section of this docunment.

6.4 Unicast UDP Datagrans in Lieu of IP Milticast

Because the use of IP nmulticast services is actually a function of IP
itself and not DLSw proper, it is possible for inplenentations to
sinmply make use of the UDP transport mechani snms described in this
paper w thout maeking direct use of the IP multicast function. Wile
this is not considered to be as efficient as using multicast

transport mechanisns, this practice is not explicitly prohibited.

| mpl ement ati ons whi ch choose to nake use of UDP transport in this
manner nust first know the | P address of all the potential target
DLSw peers and send individual unicast packets to each. How this
information i s obtai ned and/ or naintained is outside the scope of
this paper.

As a matter of conpliance, inplenenters need not send SSP packets
out bound over UDP as there are sone conditions where this may not be
necessary or desirable. It is, however, required that inplenenters
provide an option to receive SSP packets over UDP
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6.5 TCP Transport

Despite the addition of UDP based packet transport, TCP remmins the
fundanental form of communi cati ons between DLSw peers. In
particular, TCP is still used to carry all LLC2 based circuit data.

Thr oughout this document wherever UDP unicast (not nulticast) is

di scussed, the reader should be aware that TCP nmay be used i nstead.
Moreover, it is strongly recomrended that TCP be used in preference
to UDP whenever a TCP connection to the destination already exists.
| mpl ement ati ons, however, should be prepared to receive SSP packets
fromeither transport (TCP or UDP).

7. Mgration Support

It is anticipated that some networks will experience a transition
stage where both RFC 1795 (referred to as ’'non-multicast’ DLSws) and
It will be inportant for these two DLSw node types to interoperate
and thus the foll owi ng accommbpdati ons for non-nulticast DLSws are
required:

7.1 Capabilities Exchange

In order to guarantee both backward and forward capability, DLSws

whi ch i npl enent these multicast enhancenents will carry a \223Milti cast
Capabilities\224 Control Vector in their capabilities exchange (see RFC
1795 for an explanation of capabilities exchange protocols).

Presence of the Multicast Capabilities control vector indicates

support for the protocols defined in this docunent on a per DLSw peer
basis. Conversely, lack of the Miulticast Capabilities control vector

i ndi cates no support for these extensions on a per DLSw peer basis.

Addi tionally, nodes inplenmenting these enhancenment will carry a
nodi fi ed DLSw Version control vector (x'82') indicating support for
version 2 rel ease 0.

Lastly, presence of these control vectors nandates a TCP Connections
Control Vector indicating support for 1 TCP connection in the sane
Capabilities exchange.

If a multicast capable DLSw receives a Capabilities Exchange CV that
i ncludes the Multicast Capabilites CV but does not neet the above
criteria, it must reject the capabilities exchange by sending a
negative response as described in section 11.1.1.

Bryant & Brittain I nf or mati onal [ Page 14]



RFC 2166 APPN | npl erenter’ s Wor kshop June 1997

7.2 Connecting to Non-Milticast Capable Nodes

It is assumed that TCP connections to DLSw peers which do not support
mul ticast services are established by some nmeans outside the scope of
this paper (i.e., non-multicast partner addresses are configured by
the custonmer). TCP connections nust be established and maintained to
down | evel nodes in the exact same manner as RFC 1795 requires,
establishes, and maintains them And because non-nulticast DLSw
peers will not indicate support for nulticast services in their
capabilities exchange, a nulticast capable DLSw will know all its
non-mul ti cast peers.

7.3 Comuni cating with Multicast Capabl e Nodes

Because non-nulticast nodes will not receive SSP franes via UDP
(unicast or nulticast) transm ssion, SSP nessages to these DLSw peers
must be sent over TCP connections. Therefore, nodes which inplenment
the nmulticast protocol enhancenments must keep track of which DLSw
peers do not support nulticast extensions (as indicated in the
capabilities exchange). Wen a given packet is sent out via

mul ticast services, it nust also be sent over multicast UDP(to reach
ot her multicast capabl e DLSw peers) and over the TCP connection to
each non-nmulticast node. And although the nmulticast service requires
periodic retransm ssions (for reliability reasons), this is not the
case with TCP connections to non-nulticast nodes. Therefore,

mul ticast capabl e DLSws shoul d not resend SSP packets over TCP
transport connection but rather, rely upon TCP to recover any | ost
packets. Furthernore, comruni cations with non-multicast nodes shoul d
be in exact conpliance with RFC 1795 protocol s.

When sendi ng a uni cast UDP nessage, it is inportant to know that the
destinati on DLSw supports multicast services. This know edge can be
obt ai ned from previ ous TCP connecti ons/capabilities exchanges or
inferred froma previously received UDP nmessage, but how this
information is obtained is outside the scope of this paper. 1In the
|atter case, if the DLSwis non-nulticast, then there would be a TCP
connection to it and it would be known to be non-multicast. |If it is
mul ti cast capable and a TCP connection is in existence, then its

| evel is known (via the prior capabilities exchange). |If its
capabilities are not known and there is not an existing TCP
connection, then it can be inplied to be nulticast capable by virtue
of a cached entry but no active TCP connection (e.g., TCP peer on
denmand support). This inference, however, could be erroneous in
cases where the TCP connection (to a non-nulticast DLSw) has fail ed
for some reason. But normal UDP based unicast verification mechani sns
will detect no active path to the destination and circuit setup wll
proceed correctly (i.e., succeed or fail in accordance with true
connectivity).
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8. SNA Support

Not e: This paper does not attenpt to address the unique issues
presented by SNA/HPR and its non-ERP data |inks

In SNA protocols the generalized packet sequence of interest is a
test frane exchange followed by an XID exchange. In all cases, DLSw
uses t he CANUREACH ex and | CANREACH ex SSP packets to conpl ete
address resolution and circuit establishment. The follow ng table
descri bes how t hese packets are transported via UDP between two
mul ti cast capabl e DLSw peers.

Transport
Message Event Act i on Mechani sm Retry
TEST SEND CANUREACH ex Mul ti cast/ Uni cast Yes
TEST RESPONSE SEND | CANREACH_ex Uni cast No

The foll owi ng paragraphs provide nore detail on how UDP transport and
mul ti cast protocol enhancenents are used to establish SNA data |inks.

8.1 Address Resol ution

When a DLSw receives an incoming test frame froman attached data
link, the assunption is that this is an exploratory frame in
preparation for an XID exchange and |link activation. The DLSw nust
determ ne a correl ation between the destination LSAP (nac and sap
pairing) and sone other DLSw in the transport network. This paper
generically refers to this process as \223address resol ution\224.

8.2 Explorer franes
Address resol ution nessages may be sent over a TCP connection to a
mul ticast capable DLSw peer if such a connection already exists in

order that they take advantage of the guaranteed delivery of TCP
This is particularly recomrended for | CANREACH ex franes.
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8.3 Circuit Setup

Crcuit setup is acconplished in the same manner as described in RFC
1795. More specifically, CANUREACH cs, | CANREACH cs, REACH ACK,

XI DFRAME, etc. are all sent over the TCP connection to the
appropriate DLSw. This, of course, assumes the existence of a TCP
connection between the DLSw peers. |If the sending DLSw (sending a
CANUREACH cs ) detects no active TCP connection to the DLSw peer
then a TCP connection setup is initiated and the packet sent. Al
other circuit setup (and takedown) rel ated sequences are now passed
over the TCP connection

8.4 Exanpl e SNA SSP Message Sequence

The foll owi ng di agram provi des an exanpl e sequence of flows
associated with an SNA LLC circuit setup. Al flows and states

descri bed bel ow correspond precisely with those defined in RFC 1795.
The only exception is the addition of a TCP connection setup and DLSw
capabilities exchange that occurs when the origin DLSw nust send a
CANUREACH CS and no TCP connection yet exists to the target DLSw
peer.
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I RS S .
| | T I 1P \ T | |
—===== | | | < Network > | | | —=====

/ L \ I / \
Oigin Oigin DLSw \ / Target DLSw Tar get
Station part ner partner Station

di sconnect ed di sconnect ed
TEST cnd DLC RESOLVE_C CANUREACH_ex TEST cnd
----------- S emeeaa o> e e 2> a2 >
TEST rsp DLC RESOLVE R | CANREACH_ex TEST rsp

Semmmmma- - Semmmmme e oo Semmmmme e oo Semmmmme oo
null Xl D DLC XID

----------- D

circuit_start

TCP Connection Setup

Cemmmmme oo s >
Capabi lities Exch.
B >

CANUREACH cs DLC_START DL

resol ve_pendi ng
| CANREACH cs DLC DL_STARTED

Cmmmmmmemea- Cemmmmmmmeaaa-
circuit_established circui t_pendi ng
REACH_ACK
----------- > circuit_established
XI DFRAMVE DLC XI D nul I XID
----------- > B ——— e >
XI D DLC XI D XI DFRAMVE DLC XI D XI D
(G- LG LG LG (G-

XI Ds DLC Xl Ds XI DFRAMES DLC Xl Ds XI Ds
Commmmmmaa > Cemmmmemaa- > Commmmmmmmaaa > Cemmmmmmeaaaa > Cemmmmmaaa >
SABVE DLC_CONTACTED  CONTACT DLC_CONTACT SABVE
----------- D N T T e >

connect _pendi ng cont act _pendi ng
UA DLC_CONTACT CONTACTED DLC_CONTACTED UA
Commmmmmmm Cemmmmmmmaa Cemmmmmmmaa Cemmmmmmmaa Cmmmmmmm
connect ed connect ed
| FRAMES DLC | NFOs | FRAMES DLC | NFOs | FRAMES
eommmm oo - > <Ke-mmmmmo - DT DT T >
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8.5 UDP Reliability

It is inmportant to note, that UDP (unicast and nulticast)transport
services do not provide a reliable neans of delivery. Existing RFC
1795 protocols guarantee the delivery (or failure notification) of
CANUREACH ex and | CANREACH ex nessages. UDP will not provide the
sanme level of reliability. It is, therefore, possible that these
nessages may be lost in the network and (CANUREACH ex) retries wll
be necessary.

8.5.1 Retries

Test Frames are generally initiated by end stations every few
seconds. Many existing RFC 1795 DLSw i npl enent ati ons take advant age
of the reliable SSP TCP connections and filter out end station Test
franme retries when a CANUREACH ex is outstanding. G ven the
unreliable nature of UDP transport for these messages, however, this
filtering technique may not be advisable. Neither RFC 1795 nor this
paper address this issue specifically. It is sinply noted that the
UDP transport mechanismis unreliable and inpl enentati ons should take
this into account when determining a schene for Test frame filtering
and explorer retries. Accordingly, the \223Retry\224 section in the table
above only serves as an indicator of situations where retries may be
desirabl e and/ or necessary, but does not inply any requirenent to

i mpl enent retries. Also note, that retry logic only applies to non-
response type packets. It is not appropriate to retry response type
SSP packets (i.e., | CANREACH ex) as there is no way of knowing if the
original response was ever received (and whether retry is necessary).
So in the case of SNA, CANUREACH ex nessages may need retry | ogic and
| CANREACH ex nessages do not.
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9. NetBIGOS

Wth the introduction of DLSw Multicast transport, all nulticast
NetBIOS U frames are carried outside the TCP connections between
DLSw peers (i.e., via UDP datagrams). The follow ng table defines
the various NetBIOS U franes and how they are transported via UDP
bet ween nul ti cast capabl e DLSw peers:

Transport

Message Event Acti on Mechani sm Retry
ADD_GROUP_NAME_QUERY SEND DATAFRAME Mul ti cast Yes
ADD_NAME_QUERY SEND NETBI OS_ANQ Mul ti cast Yes
ADD_NAME_RESPONSE SEND NETBI OS_ANR Uni cast 1 No
NAME_| N_CONFLI CT SEND DATAFRAME Mul ti cast No
STATUS_QUERY SEND DATAFRANME Uni cast/ Ml ticast(2) Yes
STATUS_RESPONSE SEND DATAFRANME Mul ti cast (5) No
TERM NATE_TRACE (x’ 07') SEND DATAFRAME Mul ti cast No
TERM NATE_TRACE (X 13') SEND DATAFRAME Mul ti cast No
DATAGRAM SEND DATAFRAME( 3) Uni cast/ Ml ticast(2) No
DATAGRAM BROADCAST SEND DATAFRAME Mul ti cast No
NAME QUERY SEND NETBI OS_NQ ex Uni cast/Mul ticast(2) Yes
NAME_RECOGNI ZED SEND NETBI OS_NR_ex Uni cast (4) No

Note 1:

Upon recei pt of an ADD NAME RESPONSE franme, a NETBI OS_ANR SSP nessage
is returned via unicast UDP to the originator of the NETBI OS_ANQ
nmessage.

Not e 2:

These franes may be sent either Unicast or Multicast UDP. If the

i mpl ement ati on has sufficient cached information to resolve the

Net Bl S dat agram destination to a single DLSw peer, then the SSP
nmessage can and shoul d be sent via unicast. |f the cache does not
contain such information then the resultant SSP nmessage nust be sent
via multicast UDP.

Not e 3:
Note that this frame is sent as either a DATAFRAVE or DGRMFRAME
according to the rules as specified in RFC 1795.

Not e 4:

Upon recei pt of a NAME RECOGNI ZED frame, a NETBI OS_NR ex SSP nessage
is returned via unicast UDP to the originator of the NETBI OS_NQ ex
frame. Notice that although the NAME_RECOGNI ZED frame is sent as an
Al Routes Explorer (source routing LANs only) frane, the resultant
NETBI OS_NR ex is sent as a unicast UDP directed response to the DLSw
originating the NETBICS NQ ex. This is because there is no value in
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sending NETBIOS NR ex as a nulticast packet in the transport network.
The use of ARE transmission in the LAN environment is to acconplish
some formof |oad sharing in the source routed LAN environnent.

Si nce no anal ogous capability exists in the (TCP) transport network,
it is not necessary to emulate this function there. It is inportant
to note, however, that when converting a received NETBIOS NR ex to a
NAMVE RECOGNI ZED franme, the DLSw sends the NAME RECOGNI ZED frane onto
the LAN as an ARE (source routing LANs only) frame. This preserves
the source route | oad sharing in the LAN environnents on either side
of the DLSw transport networKk.

Not e 5:

Al t hough RFC 1795 does not attenpt to optim ze STATUS RESPONSE
processing, it is possible to send a STATUS RESPONSE as a uni cast UDP
response. To do this, DLSws receiving an incom ng SSP DATAFRAME
cont ai ni ng a STATUS _QUERY must renenber the originating DLSW s
address and STATUS_QUERY correl ator. Then upon receipt of the
correspondi ng STATUS RESPONSE, the DLSw responds via unicast UDP to
the originating DLSWusing the renenbered origi nati ng DLSw addr ess).
Not e, however, that in order to determ ne whether a frane is a

STATUS _QUERY, all multicast capable DLSw inpl enentations will need to
parse the contents of frames that would normally be sent as DATAFRAME
SSP nessages.

Al other multicast frames are sent into the transport network using
the appropriate nulticast group address.

9.1 Address Resol ution

Typical NetBIOS circuit setup using nulticast services is essentially
the sane as specified in RFC 1795. The only significant difference
is that NETBI OS_NQ ex nmessages are sent via UDP to the appropriate
uni cast/nul ticast | P address and the NETBIOS_NR ex is sent via

uni cast UDP to the DLSw originating the NETBI OS_NQ ex.

9.2 Explorer Franes

Address resol ution nessages nmay be sent over a TCP connection to a
mul ticast capable partner if such a connection already exists in
order that they take advantage of the guaranteed delivery of TCP
This is particularly recommended for NETBI OS NR ex frames.

9.3 Circuit Setup
Fol | owi ng successful address resolution, a NetBIOS end station
typically sends a SABVME franme to initiate a formal LLC2 connecti on.

Recei pt of this message results in normal circuit setup as described
in RFC 1795 (and the SNA case descri bed above). That is to say that
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the CANUREACH cs nessages etc. are sent on a TCP connection to the
appropriate DLSw peer. |If no such TCP connection exists, one is
br ought up.

9.4 Exanpl e Net Bl OS SSP Message Sequence

The foll owi ng di agram provi des an exanpl e sequence of flows
associated with a NetBIOS circuit setup. Al flows and states

descri bed bel ow correspond precisely with those defined in RFC 1795.
The only exception is the addition of a TCP connection setup and DLSw
capabilities exchange that occurs when the origin DLSw nust send a
CANUREACH cs and no TCP connection yet exists to the target DLSw
peer .
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I RS S .
| | S [ D [ 1P \ S [ D | |
—===== | | | < Network > | | | —=====
/ L \ I / \
Oigin Oigin DLSw \ / Target DLSw Tar get
Station part ner partner Station
di sconnect ed di sconnect ed
NAMVE_QUERY DLC_DGRM NETBI OS_NQ _ex DLC_DGRM NAMVE_QUERY
----------- S emeeaa o> e e 2> e e 2> e ———
NAME_RECOG DLC_DGRM NETBI OS_NR_ex DLC_DGRM NAME_RECOG
Semmmmm - Semmmmmee oo Semmmmm - Semmmme - D
SABVE DLC_CONTACTED
----------- S emeeaa o>
circuit_start
TCP Connection Setup
Commme e >
Capabi lities Exch.
Commmmm e >
CANUREACH cs DLC_START_DL
----------- > e ——
resol ve_pendi ng
| CANREACH cs DLC _DL_STARTED
Cemmmmm - Cemmmmm- -
circuit_established ci rcui t _pendi ng
REACH_ACK
----------- > circuit_established
CONTACT DLC_CONTACT SABVE
----------- > B —_— heeeea >
connect _pendi ng cont act _pendi ng
UA  DLC _CONTACT CONTACTED DLC_CONTACTED UA
Cemmmmm oo - Cemmmmm oo Cemmmmm oo Cemmmmm oo Cemmmmm oo -
connect ed connect ed
| FRAMES DLC_| NFOs | FRAMES DLC | NFOs | FRAMES
e D D e > <ee------ >
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9.5 Multicast Reliability and Retries

In the case of NetBI OS, nany nore packets are being sent via UDP than
in the SNA case. Therefore, the exposure to the unreliability of
these services is greater than that of SNA. For address resol ution
franes, such as NAME QUERY, etc., successful nessage delivery is an
issue. In addition, the retry interval for these types of franes is
consi derably shorter than SNA with the defaults being: retry interva
= 0.5 seconds and retry count = 6. Once again, neither RFC 1795 nor
this paper attenpt to address the issue of LAN frame filtering

optim zations. This issue is outside the scope of this paper. But it
is important for inplementers to recognize the inherent unreliable
nature of UDP transport services for frames of this type and to

i mpl enent retry schenes that are appropriate to successful operation
Again, it is only appropriate to consider retry of non-response type
packets. Specific NetBlI OS messages where successful message delivery
is considered inportant (and retries possibly necessary) are
indicated in the table above with an \223Yes\224 in the \223Retry\224 col um.

10. Sequenci ng

It is inportant to note that UDP transport services do not provide
guar ant eed packet sequencing |like TCP does for RFC 1795. 1In a steady
state network, in order packet delivery can be generally assuned.

But in the presence of network outages and topol ogy changes, packets
nmay take alternate routes to the destination and arrive out of
sequence with respect to their original transm ssion order. For SNA
address resolution this should not be a problemgiven that there is
no i nherent significance to the order of packets being transmtted
via UDP

In the case of NetBIQS, in order delivery is not guaranteed in the
normal case (e.g., LANs). This is because LAN broadcasting
mechani sns suffer the same probl ems of packet sequencing as do WAN
mul ti cast nechani sns. But one m ght argue the greater I|ikelihood of
topol ogy related changes in the WAN environnent and thus a greater

| evel of concern. The vast najority of NetBIOS U franes (being
handl ed via UDP and Miulticast) have correlator values and do not rely
upon packet sequenci ng.
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The only NetBI CS frames of special note would be: DATAGRAM

DATAGRAM BROADCAST, and STATUS RESPONSE. |In the case of DATAGRAM and
DATAGRAM BROADCAST it is generally assuned that datagrans do not
provi de any guarantee of in order packet delivery. Thus applications
utilizing this NetBl OS service are assuned to have no dependency on
in order packet delivery. STATUS RESPONSE can actually be sent as a
sequence of STATUS RESPONSE nessages. |n cases where this occurs,
the STATUS RESPONSE wi Il be exposed to potential out of sequence
del i very.

11. Frane Formats
11.1 Multicast Capabilities Control Vector

This control vector is carried in the Capabilities Exchange Request.
VWen present, it must be acconpanied by a TCP Connections Contro
Vector indicating support for 1 TCP/IP connection and a DLSw version
CV indicating support for version 2 release 0. Like all contro
vectors in this SSP nessage, it is an LT structure. LT structures
consist of a 1 byte length field followed by a 1 byte type field.

The length field includes itself as well as the type and data fields.

Byte Bit Descri ption
0 0-7 Length, in binary, of the Miulticast Capabilities contro
vector (inclusive of this byte, always 3)

1 0-7 Type: x’8C

2 0-7 Mul ticast Version Nunber:
A binary nunerical representation of the |evel of
nmul ticast services provided. The protocols as identified
in this docunent constitute version one. Accordi ngly,
x"01" is encoded in this field. Any subsequent version
must provide the services of all previous versions.

The intended use of this CV for Milticast support is to detect when
the nmulticast CANUREACH ex flows will suffice between partners. |If
this CVis present in a CAPEX froma partner, that partner is also
mul ti cast capabl e and therefore does not need to recei ve CANUREACH ex
nmessages over the TCP link that exists between them (and there nust
be one or el se the CAPEX woul d not have fl owed) because it wll
receive the multicast copies.

A DLSw includes this control vector on a peer-w se basis. That is to
say, that a DLSw i npl enentati on may support multicast services but
choose not to indicate this in its capabilities exchange to al
partners. Therefore, a DLSw may include this capabilities CV with
sonme DLSw peers and not with others. Not including this vector can
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be used to force TCP connections with other nulticast capable nodes
and degrade to nornmal RFC 1795 operations. This capability is
allowed to provide greater network design flexibility.

VWhen sending this capabilities exchange control vector, the follow ng
rul es apply:

Requi r ed Al owed @
ID @Startup Length Repeatable* Runtinme Order Content

0x8C Y 0x03 N N 5+ Mul ti cast
Capabilities

*Not e: "Repeatable" nmeans a Control Vector is repeatable within a single

11.

11.

nmessage.
1.1 DLSw Capabilities Negative Response

DLSws that inplenment these enhancenents nust provide support for both
mul ticast version 1 and single TCP connections. This neans that the
capabilities exchange request nust contain a DLSw Version ID contro
vector (x'82') indicating support for version 2 release 0, a

Mul ticast Capabilities control vector, and the TCP Connecti ons
control vector indicating support for 1 TCP connection within a given
capabilities exchange. If a nulticast capable DLSw receives a
capabilities exchange with a Miulticast Capabilities, but either a

m ssing or inappropriate TCP Connections CV (i.e., connections not
equal to one)or DLSw Version control vector, then the inbound
capabilities exchange should be rejected with a DLSw capabilities
exchange negative response (see RFC 1795) using the foll ow ng new
reason code:

X' 000D I nconsi stent DLSw Version, Milticast Capabilities, and TCP
Connections CV received on the inbound Capabilities exchange

2 UDP Packets

SSP frane formats are defined in RFC 1795. Milticast protoco
enhancenents do not change these formats in any way. The multicast
prot ocol enhancenents, however, do introduce the notion of SSP packet
transport via UDP. |In this case, standard UDP services and headers
are used to transport SSP packets.
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11.

The foll owi ng section describes the proper UDP header for DLSw SSP
packets.

Byt e Descri ption

0-1 Source Port address
In DLSw nul ticast protocols, this particular field is not
relevant. It nmay be set to any val ue.

2-3 Destinati on Port address
Al ways set to 2067

4-5 Length

6-7 Checksum

The standard UDP checksum val ue. Use of the UDP checksum
function is optional

3 Vendor Specific UDP Packets

In order to accomvodate the addition of vendor specific functions
over UDP transport, a new SSP packet header has been defined. As
descri bed above, it is possible to receive these packets over both
UDP and TCP (when a TCP connection already exists).

It is inmportant to note that the first 4 bytes of this packet match
the format of existing RFC 1795 SSP packets. This is done so that

i mpl enentations in the future can expect that the DLSw \223Version
Nunber\ 224 is found in byte one and that the foll owi ng bytes describe
the packet header and message | ength.

Furthernore, to assist DLSws in detecting 'out-of-sync’ conditions
wher eby packet or parsing errors lead to inproper length
interpretations in the TCP datastream valid DLSw version nunbers
will be restricted to the range of x’ 31" through x'3F inclusive.

DLSw nul ticast Vendor Specific frane format differs fromexisting RFC
1795 packets in the follow ng ways:

1) The \223Version Nunber\224 field is set to x’32" (ASCII '2') and now
represents a packet type nore than a DLSw version nunber. More
precisely, it is permtted and expected that DLSw may send packets of
both types (x'31' and x'32").

2) The nessage length field is followed by a new 3 byte field that
contai ns the specific vendor’s | EEE Organizationally Uni que
Identifier (QOU).
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12.

3) Al fields following the new QU field are arbitrary and defined
by i nmpl enent ers.

The foll owi ng section defines this new packet format:

Byt e Descri ption

0 DLSw packet type, Always set to x’ 32

1 Header Length
Al ways 7 or higher

2-3 Message Length
Nunber of bytes within the data field follow ng the
header .

4- 6 Vendor specific QU

The | EEE Organi zationally Unique ldentifier (QOU)
associated with the vendor specific function in
qguesti on.

7-n Defi ned by the QU owner

Conpl i ance St at enent
Al DLSw v2.0 inplenentations nmust support

- Halt reason codes
- the Miulticast Capabilities control vector in the DLSw
capabi liti es exchanges nessages.

The presence of the Multicast Capabilities control vector in a
capabilities exchange nessage inplies that the DLSw that issued the
message supports all the scalability enhancenents defined in this
docurment. These are:

- use of nmulticast IP (if it is available in the underlying networKk)
- use of 2067 as the destination port for UDP and TCP connecti ons

- single tunnel bring-up of TCP connections to DLSw peers

- peer-on-denand

- quiet ignore of all unrecognized vendor-specific UDP/ TCP packets.
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13.

14.

Security Considerations

Thi s docunent addresses only scalability problems in RFC 1795. No
attenpt is made to define any additional security mechanisms. Note
that, as in RFC 1795, a given inplementation may still choose to
refuse TCP connections from DLSw peers that have not been configured
by the user. The nechani sm by which the user configures this
behavi or is not specified in this docunment.
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16. Appendix - Carifications to RFC 1795

Thi s appendi x attenpts to clarify the areas of RFC 1795 that have
proven to be anbi guous or hard to understand in the inplenentation
experience to- date. These clarifications should be read in
conjunction with RFC 1795 as this docunent does not reproduce the
conpl ete text of that RFC.

The clarifications are ordered by the section nunber in RFC 1795 to
whi ch they apply. Were one point applies to nmore than one place in
RFC 1795, it is listed below by the first relevant section

If any inplenmenters encounter further difficulties in understanding
RFC 1795 or these clarifications, they are encouraged to query the
DLSw nai | expl oder (see section 1.1) for assistance.

3. Send Port

It is not permtted for a DLSw i npl ementation to check that the send
port used by a partner is 2067. Al inplenmentations nust accept
connections frompartners that do not use this port.

3 TCP Tunnel bringup
The paragraph bel ow the figure should read as foll ows:

Each Data Link Switch will maintain a list of DLSw capable routers
and their status (active/inactive). Before Data Link Sw tching can
occur between two routers, they nmust establish two TCP connecti ons
bet ween them These connections are treated as hal f dupl ex data
pipes. A Data Link Switch will listen for incom ng connections on
its Read Port (2065), and initiate outgoing connections on its
Wite Port (2067). Each Switch is responsible for initiating one
of the two TCP connections. After the TCP connections are

est abl i shed, SSP nessages are exchanged to establish the
capabilities of the two Data Link Switches. Once the exchange is
conplete, the DLSw will enploy SSP control nessages to establish
end-to-end circuits over the transport connection. Wthin the
transport connection, DLSw SSP nessages are exchanged. The
nmessage formats and types for these SSP nmessages are docunented in
the follow ng sections.
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3.2 RIl bit in SSP header MAC addr esses

The RI1 bit in MAC addresses received fromthe LAN nmust be set to
zero before forwarding in the source or destination address field in
a SSP nmessage header. This requirenment ainms to avoid ambiguity of
circuit IDs. It is also recommended that all inplenentations ignore
this bit in received SSP nessage headers.

3.3 Transport |Ds

Al inplementations nust allow for the DLSw peer varying the
Transport I D up to and including when the ICR cs nessage flows, and
at all tines reflect the nbst recent TID received fromthe partner in
any SSP nessages sent. The TID cannot vary once the | CR cs nessage
has fl owed.

3.4 LF bits

LF-bits should be propagated fromLAN to SSP to LAN (and back) as per
a bridge (i.e. they can only be revised downwards at each step if
required).

3.5 KEEPALI VE nessages

The SSP KEEPALI VE nessage (x1D) uses the short ("infofranme") version
of the SSP header. All DLSw inplenmentation must support receipt and
qui et ignore of this nessage, but there is not requirement to send
it. There is no response to a KEEPALI VE nessage.

3.5 MAC header for Netbios SSP franes

The MAC header is included in forwarded SSP Netbios frames in the
format descri bed bel ow

- addresses are always in non-canonical fornat

- src/ dest addresses are as per the LLC frame

- AC/ FC bits nmay be reset and nmust be ignored

- SSAP, DSAP and conmand fields are included

- RII bit in src address is copied fromthe LLC frane

- the RIF length is not extended to include paddi ng

- all RIFs are padded to 18 bytes so that the data is

in a consistent place.

3.5.7 Unrecogni zed control vectors
Al inplementations should quietly ignore unrecognized contro
vectors in any SSP nessages. |In particular, unrecognized SSP franes

or unrecogni zed fields in a CAPEX message shoul d be quietly ignored
wi t hout dropping the TCP connection
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5.4 Use of CUR-cs/ CUR-ex

The SSAP and DSAP numbers in CUR ex messages shoul d reflect those
actually used in the TEST (or equivalent) frame that caused the

CUR ex nessage to flow. This would nean that the SAP nunbers in a
"typical’ CUR ex frame for SNA traffic switched froma LANwill be a
source SAP of x04 and a destination SAP of xO00.

The CUR cs frane should only be sent when the DSAP is known.
Specifically, CUR ex should be used when a NULL XID is received that
is targeted at DSAP zero, and CUR cs when a Xl D specifying the (non-
zero) DSAP is received.

Note that this does not mean that an inplenentation can assune that
the DSAP on a CUR ex will always be zero. The ICR ex mnust al ways
reflect the SSAP and DSAP val ues sent on the CUR ex. This is still
true even if an inplenentation al ways sends a TEST with DSAP = x00 on
its local LAN(s) in response to a CUR ex to any SAP.

An exanple of a situation where the CUR ex may flow with a non-zero
DSAP is when there is an APPN stack local to the DLSw node. The APPN
stack may then i ssue a connection request specifying the DSAP as a
non-zero value. This would then be passed on the CUR ex nessage.

7.6.1 Vendor |Ds

The Vendor ID field in a CAPEX may be zero. However, a zero Vendor
Context IDis not permitted, which inplies that an inplenmentation
that uses a zero ID cannot send any vendor-specific CVs (other than
those specified by other vendors that do have a non-zero |ID)

7.6.3 Initial Pacing Wndow

The initial pacing window may be 1. There is no requirenent on an
i npl enentation to use any mnimum value for the initial pacing
wi ndow.

7.6.7 TCP Tunnel bringup
The third paragraph shoul d read:

I f TCP Connections CV val ues agree and the nunber of connections
is one, then the DLSw with the higher |IP address nust tear down
the TCP connections on its local port 2065. This connection is
torn down after a CAPEX response has been both sent and received.
After this point, the remaining TCP connection is used to exchange
data in both directions.
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7.7 CAPEX negative responses

If a DLSw does not support any of the options specified on a CAPEX
received froma partner, or if it thinks the CAPEX is malforned, it
must send a CAPEX negative response to the partner. The receiver of
a CAPEX negative response is then responsible for dropping the
connection. It is not permtted to drop the link instead of sending
a CAPEX negative response.

8.2 Flow Control ACKs
The first flowcontrol ack (FCACK) does not have to be returned on
the REACH ACK even if the ICR cs carried the FCIND bit. However it

shoul d be returned on the first SSP franme flowing for that circuit
after the REACH ACK.
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